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Postsession Dreaming in Neurofeedback as an Indication 
of Nondeclarative Learning  
Revital Yonah 

BetterFly Neurofeedback, Tel-Aviv, Israel 
Private practice, Jerusalem, Israel 
 

Abstract 

Clients may report increased dreaming following neurofeedback sessions.  Increased dreaming may not be 
strictly a side effect of training but may rather be a result of the nondeclarative learning accomplished in training.  
Research has demonstrated the connection between dreaming and consolidation of memory in both animals and 
human subjects.  Rapid eye movement (REM) deprivation studies have shown the importance of REM sleep to 
the retention of newly learned skills.  Other studies have shown that learning may increase the proportion of REM 
sleep on subsequent nights.  More specifically, REM dreaming may be related to the consolidation of procedural, 
nondeclarative memory, the type of learning that occurs also during neurofeedback training.  When a client 
reports increased nocturnal dreaming following a neurofeedback session, this may serve as a valuable early 
indication that their brain is responding to this type of training.  
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Background 

 
Neurofeedback is a form of neurotherapy in which the 
brain learns a new mode of operation.  This learning 
is achieved as the brain gets feedback for its 
electrophysiological activity: positive feedback for the 
desired brainwave activity and negative feedback for 
the nondesired brainwave activity.  Using this 
feedback, the brain learns to modify its pattern of 
electrophysiological activity.  Most often, the 
feedback is given to clients in the form of sensory 
alterations during the session (i.e., visual and/or 
auditory changes to a video that the client is 
watching).  In order to actually learn this new mode of 
operation and modify its electrophysiological activity 
in the desired direction, the brain has to understand 
the "language" of feedback—that is, it has to realize 
that there is actually a connection between its own 
brainwave activity and what is happening to the video 
being watched or the game being played on the 

computer.  It then has to learn that this connection is 
causal—that is, the sensory changes, which are 
perceived to be pleasant or unpleasant (positive or 
negative feedback, respectively), are contingent on 
the electrophysiological activity that it produces at any 
given moment during session.  Finally, it has to devise 
a way to change its pattern of activity in accordance 
with this feedback.  
 
Many clients have reported changes in cognition, 
mentation, and emotions following neurofeedback 
sessions; some of the changes are perceived as 
positive and desirable while others are less so.  In the 
current paper we would like to discuss the often-
reported effect of increased dreaming following 
neurofeedback sessions and suggest that this may 
not be simply a side effect of training, but rather an 
indication that nondeclarative learning has taken 
place during the training session.  
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Increased Dreaming Following a 
Neurofeedback Session 

 
Some clients experience enhanced nocturnal 
dreaming following neurofeedback sessions 
(Gruzelier, 2009; Johnson, 2011; Larsen & Verner, 
2017; Leong et al., 2018a; Leong et al., 2018b).  
Reports of increased dreaming tend to be more 
common after a client’s first few neurofeedback 
sessions, especially if the sessions are relatively long 
(30–40 minutes), although some clients may 
experience increased dreaming also through later 
stages of the training series and with shorter session 
durations.  Dreams are reported to increase in 
quantity (more dreams than usual) and in quality (the 
dreams are reported to be enhanced: more vivid, 
more elaborate, and richer in detail than usual).  Their 
contents may be experienced as emotionally positive 
or negative by the client, but the impression that they 
leave is strong enough for the client to at least 
remember having dreamed.  Some clients report that 
while they normally experience and remember 
dreaming only in the early hours of the morning—just 
before waking up (which is in line with the fact that the 
late stages of a night sleep have a much higher 
proportion of REM sleep)—after the first 
neurofeedback sessions they experience dreaming 
"all through the night.”  This increased dreaming may 
be perceived as an adverse side effect by some, while 
others experience it as a positive phenomenon which 
they are excited to yield to and explore.  
 
Protocol type may not be a determining factor when it 
comes to increased postsession dreaming.  From our 
clinical experience, increased vivid dreaming may 
occur with different kinds of protocols.  It has occurred 
when the sensors were placed frontally, centrally, or 
parietally, with both unipolar or bipolar electrode 
placements and with various protocols inhibiting or 
rewarding different frequency bands.  A survey of 
existing literature reveals that increased dreaming 
occurred also with the alpha/theta protocol (Gruzelier, 
2009; Johnson, 2011), with infra-slow neurofeedback 
(Leong et al., 2018a) and more.  
 
It seems that rather than the type of protocol, the 
duration of each training session may be a more 
crucial factor.  Long (30- to 40-minute sessions) may 
produce increased dreaming already after the first 
session, whereas shorter sessions (10 or 20 minutes) 
may produce increased dreaming only after four or 
five sessions (Leong et al., 2018a).  Some clients 
report feeling more rested after such nights, while 
others may experience it as troubled sleep.  Either 
way, it seems that increased dreaming following 

sessions may not be simply a side effect, but rather a 
positive indication that learning has been attained 
during the training.  Increased postsession nocturnal 
dreaming may serve as an indication that the brain 
has done some procedural, nondeclarative learning 
during the session.  In other words, increased vivid 
dreaming following a session may serve as an early 
indication that the brain is responding to this type of 
training—that it "understands the language" of 
feedback, so to speak.  
 
Why would increased dreaming following a 
neurofeedback session be an indication of the brain 
responding to the neural feedback?  We will explore 
this question next. 
 

Dreaming as an Indication of Learning 
 
Dreaming is a natural part of sleep in humans, and 
REM sleep occurs also through large parts of the 
animal kingdom (Ayala-Guerrero, Mexicano, & 
Ramos, 2003; Dement, 1958; Peever & Fuller, 2016).  
Some people claim to have never dreamed, but 
research has shown that unless a specific brain 
damage is present, all of us do, in fact, dream 
(Herlin, Leu‐Semenescu, Chaumereuil, & Arnulf, 
2015).  While dreaming is often associated with the 
REM stage of sleep (Aserinsky & Kleitman, 1953; 
Dement & Kleitman, 1957), it also occurs in non-REM 
sleep (Cavallero, Cicogna, Natale, Occhionero, & 
Zito, 1992; Foulkes, 1962).  According to different 
studies, the incidence of dream reports is between 
70% and 90% when subjects are woken from REM 
sleep, but it drops dramatically when subjects are 
woken from non-rapid eye movement (NREM) sleep 
(Stoerig, 2007).  While there is still some controversy 
among researchers as to the connection between 
REM sleep and dreaming, it seems to be the case 
that, although REM and dreaming are not the same, 
REM sleep is, indeed, accompanied by the subjective 
experience of dreaming: not only does the rate of 
reports of dreaming increases during REM sleep, but 
the reports of REM dreams tend to be longer, richer 
in detail, and more elaborate than those of NREM 
dreams (Takeuchi, Miyasita, Inugami, & Yamamoto, 
2001).  
 
There are different competing theories concerning the 
function and role that dreaming serves, but among 
the ones that have attracted most attention are the 
theories postulating that dreaming is crucial for 
learning and memory consolidation (Poe, Walsh & 
Bjorness, 2010; cf. Siegel, 2001).  REM sleep 
deprivation studies have demonstrated the 
connection between learning and dreaming.  In one 
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early study, Pearlman (1969) showed that rats who 
were trained for an avoidance response and were 
subsequently REM sleep deprived did not 
demonstrate retention of that learning.  Similarly, 
Fishbein (1971) found that depriving mice of REM 
sleep after a discrimination training in a maze 
prevented retention of that learning (Zhang et al., 
2014).  Detrimental effects of REM sleep deprivations 
on learning have been demonstrated in human 
subjects as well: Karni, Tanne, Rubenstein, 
Askenasy, and Sagi (1994) found that selective 
disruption of REM sleep resulted in no performance 
gain after learning a basic visual discrimination task 
(cf. Rasch, Pommer, Diekelmann, & Born, 2009). 
 
Another paradigm of research has been to measure 
the increases in REM sleep on subsequent nights 
following learning.  In an animal study, Fishbein, 
Kastaniotis, and Chattman (1974) showed that mice 
who were trained in a shock-avoidance task 
displayed subsequent augmentations in slow wave 
sleep (SWS) and REM sleep, whereas their yoked 
controls showed augmentations only in SWS.  In a 
study with human subjects, Maquet et al. (2000) 
showed that brain regions which were active during a 
serial reaction time task were also active during 
subsequent REM sleep, suggesting that REM sleep 
is involved in the reprocessing of memory traces.  The 
same group (Peigneux et al., 2003) showed that the 
reactivation of cerebral regions during posttraining 
REM sleep is related to an implicit acquisition of the 
probabilistic rules that governed the sequence of 
stimuli during the serial reaction-time task, and that 
the extent to which the learning of probabilistic rules 
was attained is correlated with increases in regional 
cerebral blood flow during subsequent REM sleep. 
 
While conflicting opinions exist among researchers as 
to the role of REM sleep in memory consolidation (see 
Rasch & Born, 2013, for a review), it seems that there 
is ample evidence to suggest that REM sleep may be 
related to the consolidation of nondeclarative memory 
in particular.  In one study, Mednick, Nakayama, and 
Stickgold (2003) had subjects learn a nondeclarative 
visual discrimination task.  They found that those 
subjects who took a nap and had a bout of REM sleep 
after learning the task performed better in a 
subsequent test than those who slept only SWS, and 
their performance was even better than those who did 
not take a nap at all.  This study demonstrates the 
importance of engaging in REM sleep to consolidate 
the learning of procedural, nondeclarative skills.  
Similarly, Tucker et al. (2006) found that a nap 
consisting of only SWS without bouts of REM sleep 
improved subjects' performance only on a declarative 

memory task but not on a nondeclarative task, which 
further strengthens the assumption that there is a 
dichotomy in memory processing during sleep 
between declarative and nondeclarative memory (i.e., 
the dual-process hypothesis).  Furthermore, Plihal, 
and Born (1997) found that the first half of the night 
(which contains a larger proportion of SWS) is related 
to the processing of declarative memory, whereas the 
second half of the night (characterized by a larger 
proportion of REM sleep) is related to procedural, 
nondeclarative memory processing.  Finally, REM 
sleep was found to improve performance in other 
types of learning as well, such as intensive language 
learning (De Koninck, Lorrain, Christ, Proulx, & 
Coulombe, 1989), but these kinds of learning may 
have an implicit, nondeclarative memory component 
(Peigneux, Laureys, Delbeuck, & Maquet, 2001).   
 

Neurofeedback as a Nondeclarative  
Learning-based Neurotherapy Method 

 
Neurofeedback is a learning-based neurotherapy 
method.  It is considered to be a process that 
operates on the principles of operant conditioning 
(Hammond, 2011), in which the brain has to learn the 
connection between its electrophysiological activity 
and the sensory feedback it gets in return.  After 
establishing the causality and directionality of this 
connection, the brain has to learn how to change its 
activity patterns to win more positive feedback and 
less negative feedback.  This type of learning falls 
under the category of implicit, procedural, 
nondeclarative learning, and as such may be 
accompanied by more REM sleep periods on 
subsequent nights, which may be characterized by 
increased and enhanced vivid dreaming.  
 
The first couple of neurofeedback sessions may be 
especially taxing for the brain in this regard, for the 
novelty involved: the brain first has to learn that there 
is a connection between what it does and the kind of 
experience it gets in return through the computer (a 
momentarily rewarding or a momentarily frustrating 
experience); it has to learn that the changes in sound 
and picture quality (or other forms of feedback) are 
directly related to its electrophysiological activity and 
that they serve, in fact, as feedback for its 
electrophysiological activity; and it has to learn how to 
change its activity in order to win more positive 
feedback and less negative feedback.  Making these 
associations requires the brain to notice the subtle 
changes of its own brainwave activity, as well as the 
changes in the sensory experience during session.  
The brain has to try to fathom the direction in which 
this connection works—in other words, it has to 
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realize that an increase or decrease in amplitude of 
certain brainwave frequencies brings about a 
negative (frustrating) feedback or a positive 
(rewarding) feedback.  On top of it all, in these initial 
couple of sessions, the brain experiences its first 
attempt at trying to actually change its brainwave 
activity in response to this type of feedback.  This 
entails a considerable amount of learning of the 
implicit, nondeclarative type; and, if the first session 
is long enough (30 to 40 minutes each), some clients 
may report substantially more dreaming and an 
enhanced vividness to their dreams already after the 
first session. 
 
Our experience shows that most reports about 
increased dreaming following the first few 
neurofeedback sessions are done by adult clients 
rather than by young children.  The reason may be 
that children's ability to be aware of and verbally 
describe such subjective experiences is less 
developed than that of the average adult, and this 
may make it harder for them to consciously access 
such experiences and relate them to others.  Another 
possible explanation is that children spend a 
considerably higher proportion of their sleep cycles in 
REM sleep anyway, so the relative increases in REM 
sleep in their sleep due to neurofeedback training 
may be smaller.  
 

Discussion and Conclusions 
 
The field of sleep effects on learning and memory 
consolidation is a fascinating one, with a substantial 
increase in recent years in studies and theories 
attempting to explain the effects of the different 
stages of sleep on memory processing, facilitation, 
and consolidation.  Although REM sleep has been 
implicated in the processing of other kinds of memory, 
especially in the processing of emotional memories 
(Groch, Wilhelm, Diekelmann & Born, 2013; Nishida, 
Pearsall, Buckner, & Walker, 2009; Wiesner et al., 
2015), significant attention has been given to the 
study of REM sleep effects on implicit, nondeclarative 
learning.  
 
Some researchers (Diekelmann, Wilhelm, & Born, 
2009; Marshall & Born, 2007; Mednick et al., 2003; 
Smith, 1995) have shown support for the dual-
process hypothesis, by which declarative memory is 
processed mostly during SWS, whereas 
nondeclarative memory is processed mostly during 
REM sleep.  Other researchers (Diekelmann & Born, 
2010; Ficca & Salzarulo, 2004; Gais, Plihal, Wagner, 
& Born, 2000; Giuditta, 2014) support the sequential 
processing hypothesis, by which both SWS and REM 

sleep are needed sequentially for the processing and 
consolidation of different types of memory, including 
procedural, nondeclarative memory.  
 
Still, other suggestions have been made: it has been 
theorized that task complexity may be a determining 
factor, with more complex tasks being more sensitive 
to REM sleep deprivation (Walker, Brakefield, 
Morgan, Hobson, & Stickgold, 2002).  Interestingly, 
Ribeiro and Nicolelis (2004) postulate that the 
consolidation of implicit memories tends to be more 
complex, and therefore slower, than that of explicit 
memories, requiring a larger number of synaptic 
modifications.  It could be that implicit learning of the 
type achieved in neurofeedback training may be such 
a complex, elaborate process and therefore may 
require REM sleep to be achieved.  
 
Of special interest is the finding by Peigneux et al. 
(2003) cited above, that cerebral reactivation during 
posttraining REM sleep was related to the attainment 
of probabilistic rules that governed the sequences of 
stimuli in a serial reaction-time task.  Implicitly 
extracting and learning probabilistic rules is 
something that the brain must perform during a 
neurofeedback session.  That is, the client’s brain 
must fathom the probability of getting positive 
feedback and negative feedback for changes in 
amplitude in the different frequency bands in order to 
modify its activity accordingly.  REM sleep with its 
accompanying subjective experience of vivid 
dreaming may be involved in the processing of such 
higher-order information, embedded in this feedback-
based learning paradigm.   
 
Without attempting to settle the discrepancy between 
the competing findings and theories concerning the 
role that different sleep stages play in memory 
consolidation, it seems that there is ample evidence 
obtained by various experimental methods in both 
humans and animals suggesting that REM sleep, 
which is characterized by the subjective experience 
of vivid, story-like dreaming, may be related to the 
processing and consolidation of nondeclarative 
learning and memory.  Even when considering the 
conflict between the dual-process hypothesis and the 
sequential processing hypothesis, it seems that both 
of these theories assign importance to REM sleep 
when it comes to the processing of nondeclarative 
memory.  
 
Our clinical experience (as well as that of other 
clinicians, as cited above) has shown that some 
clients report increased vivid dreaming following their 
first few neurofeedback sessions.  Since 
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neurofeedback is based on an implicit, nondeclarative 
type of learning, the ensuing increase in dreaming 
may serve as an indication that the client’s brain is 
processing and consolidating the products of learning 
obtained during training.  
 
Neurofeedback is an efficient neurotherapy method 
with high success rates; yet, as it is with any form of 
therapy, a certain percentage of clients (fortunately, 
not a big one) do not respond to it.  Having some initial 
indication that a client is a responder may be an 
encouraging early sign for both clinician and client, 
which may boost the client’s motivation to persevere 
in performing sessions twice or more weekly for the 
critical first few weeks of training.  If our clients report 
increased and enhanced dreaming on the 
subsequent nights following their first neurofeedback 
session, we may assume that their brains 
“understand” the language of feedback and are 
responding to it.  Now it is our job to fine-tune our 
protocol selection to make sure that they get optimal 
results.  
 
It is important to note that not having any increase in 
dreaming or enhancement of dream vividness on 
subsequent nights following neurofeedback sessions 
does not necessarily mean that no learning has 
occurred or that the client’s brain does not respond to 
the training.  Dreaming following sessions is not a 
prerequisite for success in training.  But when 
increased vivid dreaming does occur, then we have 
an initial indication that the brain "understands the 
language" of feedback and is responding to it.  It 
would be a good practice to ask our clients after each 
session about their sleep quality and if they have 
noticed any changes in this regard. 
 
Lastly, we believe that effort should be made to 
conduct controlled studies to investigate the effects of 
neurofeedback on REM sleep in sleep laboratories, 
as well as to find the relationship between the 
occurrence of increased REM sleep following 
sessions and the overall success in training.  Such 
research may, in turn, shed further light upon the 
question of REM sleep effects on nondeclarative 
memory processing and consolidation. 
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Abstract  

Introduction: Neurofeedback training has been an increasingly used technique in sport; however, most of the 
protocols used in athletes are based in the results obtained in nonathletic population.  Purpose: Understand if a 
specific neurofeedback training protocol implemented in a nonathletic population can improve short-term memory 
and reaction time in athletes.  Methods: A total of 45 subjects participated in the experiment (mean ± SD for age: 
23.31 ± 4.20 years).  For athletes, 12 neurofeedback training sessions were performed; for the nonathletes, 15 
neurofeedback training were performed.  Each session had 25 min of effective neurofeedback training.  Results: 
Despite the nonathletes group’s increased standard alpha band (SAB) relative amplitude and individual alpha 
band (IAB) relative amplitude after 12 sessions of neurofeedback training (p < .005), only the athletes intervention 
group had positive results in reaction time (p < .001 in oddball test).  Not only was the null hypothesis rejected 
by the differences of IAB and SAB relative amplitudes between and within protocols but also by the performance 
tests.  Conclusion: Neurofeedback training increases the relative amplitude of the bands in the nonathletes 
group; however, only the athletes have shown to improve performances tests after 12 neurofeedback training 
sessions. 
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Introduction 

 
Neurofeedback has gained interest in professional 
sports and performance in order to better understand 
the neural influences on sporting behaviors and to 
improve performance (Park, Fairweather, & 
Donaldson, 2015).  Elite athletes provide an 
exemplary model for understanding the effects of 
mastery, expertise, and execution of such skills (Park 
et al., 2015).  In order to achieve the elite level, in 
almost all sports, athletes take two to two and a half 
decades of apprenticeship involving self-control, skill 
learning, long-term planning, and resilience to failure, 

judgment, defeat, and injury (Walsh, 2014).  
Neurofeedback training (NFT) has produced robust 
findings in health (Marzbani, Marateb, & Mansourian, 
2016; Noakes, 2012), and cognition and performance 

(Cross, Acquah, & Ramsey, 2014; Vernon, 2005).  
NFT in sports typically involves application of 
traditional protocols used in the general population or 
in mental health treatment.  To date, few protocols 
have been developed for professional athletes to 
improve performance or identify specific neural 
targets associated with enhancement of 
performance. 
 

http://www.isnr.org/
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Electroencephalography (EEG) is a procedure used 
to record the electrical activity of the brain on the 
scalp.  Neurofeedback provides the individual 
feedback about this activity to potentially enhance 
performance in sport by retraining this activity (Mirifar, 
Beckmann, & Ehrlenspiel, 2017).  Data have revealed 
distinct cortical differences between expert athletes 
and nonexperts (Landers et al., 1991; Salazar et al., 
1990; Vernon, 2005).  These results are in line with 
the neural efficiency hypothesis (Babiloni et al., 2010) 
that is based on the specific activation brain regions 
for a given task while disengaging irrelevant brain 
regions for the same task (Haier, Siegel, Tang, Abel, 
& Buchsbaum, 1992).  It is a phenomenon that can 
easily be found in sport and even more in elite 
athletes (Milton, Solodkin, Hluštík, & Small, 2007).  
Data have shown that elite karate athletes show a 
less pronounced alpha event-related 
desynchronization (ERD) than amateur karate 
athletes during performance, and this reinforces the 
widely held idea that elite athletes utilize specialized 
zones for a particular action (Babiloni et al., 2010).  
This is suggested to be related to the existence of 
several frequency bands and the mental state that are 
associated to each frequency (Thompson & 
Thompson, 2015); that is, the alpha band relates to a 
state of relaxed attention (Klimesch, 1999), 
processing speed (Angelakis et al., 2007), better 
memory function (Guez et al., 2015; Nan et al., 2012), 
and reaction time (Ziółkowski et al., 2012), for 
example.  It is hypothesized that those differences are 
not consistent in location nor direction, which might 
be explained by different sport-specific requirements 
(Vernon, 2005) or, in the case of the alpha band, by 
the several intervals suggested (da Silva, 2013; 
Thompson & Thompson, 2015).  Mirifar, Beckmann, 
and Ehrlenspiel (2017) rightly propose the need to 
understand the cortical activity (site)—personalized 
event-locked EEG profile—that is associated with 
performance (Mirifar et al., 2017), which is still 
unrealistic due to the impossibility to assess in sports 
involving head movement (creating artifacts).  
However, it is possible to work at the individual alpha 
band (IAB) to specialize NFT, reducing variability in 
training (Bazanova & Mernaya, 2008; Klimesch, 
1999).  As Mirifar et al. (2017) point out in a recent 
systematic review, many protocols applied in sport 
are based on positive results found outside the area 
of interest (Mirifar et al., 2017). 
 
The primary aim of this study was to evaluate the 
effects of an NFT protocol on short-term memory and 
reaction time in high performance athletes as 
compared to nonathletes.  To understand the effects 
of NFT, a group of athletes (intervention group) who 
performed NFT sessions was compared with another 

group of athletes (control group) who did not perform 
any NFT sessions.  A nonathlete group (intervention 
group) was also added to the study, with a similar 
protocol, to comprehend if the protocols should be 
adapted according to the populations studied.  To the 
best of our knowledge, no study compared the effects 
of NFT between two athletic populations and between 
a nonathletic population at the same time, with the 
same protocol under the same conditions.  We 
hypothesize that (a) the standard alpha band (SAB) 
relative amplitude and the IAB relative amplitude in 
NFT sessions are similar between intervention 
groups (similar margin progression) and (b) the 
performance tests (memory and reaction time) results 
will be the same after all NFT sessions in both groups 
(intervention groups and control group). 
 

Methods  
 

Subjects 
A total of 45 subjects aged from 18 to 44 years old 
participated in the experiment (mean ± SD for age: 
23.31 ± 4.20 years).  All student athletes have been 
involved in federated sports or practicing exercise or 
sport regularly for more than 5 years (Baker, Côté, & 
Deakin, 2005), as compared to the group of 
nonathlete  students that do not meet the minimum 
five times a week of at least moderate intensity 
requirements to be considered active (World Health 
Organization, 2010).  The inclusion criteria were as 
follows:  

• no history of psychiatric or neurological 
disorders;  

• no psychotropic medications or addiction 
drugs;  

• normal or corrected-to-normal vision;  
• minimum age of 18 years and maximum age 

of 45 years; and  
• practice moderate-intensity exercise at least 

5 times a week (sport or gym) regardless of 
skill level (for athlete groups).   

 
 
Table 1 
Age for each group, M ± SD. 

 
Control 
(n = 15) 

Athletes 
(n = 15) 

Nonathlete 
(n = 15) 

Age 
(years) 22.53 ± 3.89 27.93 ± 6.11 21.20 ± 2.62 

 
 
All students were informed about the possible risks of 
the investigation before providing written informed 
consent to participate.  All procedures were approved 
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by the Ethics Committee of the Faculty of Human 
Kinetics and Instituto Superior Técnico, University of 
Lisbon, and conducted in accordance with the 
Declaration of Helsinki (World Medical Association, 
2001).  All data collected has been stored in a 
database where only researchers related to the NFT 
project have access.  Anonymity was guaranteed.  
 
Signal Acquisition 
After being carefully informed on capping, signal 
collection, and inherent processes of artifact 
production, participants sat in a room with a controlled 
environment.  The EEG signals were recorded 
according to the international 10–20 system (Fp1, 
Fp2, F3, F4, F7, F8, C3, C4, T3, T4, P3, P4, T5, T6, 
O1, O2, Fz, Cz, and Pz), with a sampling frequency 
of 256 Hz.  Feedback was from Cz channel (it was 
chosen since it is at the primary motor cortex and has 
been associated with sensory information processing 
over the sensorimotor area and provide a 
measurement of the activity in both hemispheres and 
in the frontal lobe; Mann, Sterman, & Kaiser, 1996; 
Pfurtscheller, Neuper, Ramoser, & Müller-Gerking, 
1999).  The ground was located at forehead and the 
reference was the average of left and right mastoids.  
The signals were amplified by a 24-channel system 
(Vertex 823 from Meditron Electomedicina Ltda, SP, 
Brazil) and were recorded by Somnium software 
platform (Cognitron, SP, Brazil) and NF module by 
Laseeb-ISR.  Circuit impedance was kept below 10 
kΩ for all electrodes before the sessions.  Subjects 
were asked to sit comfortably and then to remain as 
still as possible and also to avoid excessive blinking 
and abrupt movements. 
 
Experimental Design 
In the first session of this randomized controlled 
study, all intervention participants performed a 5-min 
NFT familiarization to understand how to achieve 
alpha band mental state (increase the alpha 
amplitude [i.e., power] and the time remaining within 
this range; Bazanova & Vernon, 2014) or, in other 
words, to understand how to remain in a 

concentration state by the real feedback presented on 
the screen (Thompson & Thompson, 2015), followed 
by the pretests (the performance tests are the same 
and will be described in the Assessments section).  
The pre- and posttests had the same interval of time 
for both the control and intervention groups.  Timeline 
of the NFT training sessions and respective 
performance tests (pre- and posttests) are presented 
in Figure 1. 
 
Intervention group – Athletes.  The intervention 
group performed a familiarization session and pretest 
before (bS1) the 12 NFT sessions.  Between session 
6 and session 7 (S6/7), performance tests were 
applied.  At the end, a posttest (aS12) was performed.  
The NFT sessions consisted in 25 trials of 60 s each 
with 5 s of pause between trials.  The total NFT 
session time for each subject was 300 min.  The NFT 
sessions were performed two times per week.  
Although inhibiting self-talk seems to be one of the 
best strategies (Harkness, 2009; Hatfield, Haufler, & 
Spalding, 2006; Hosseini & Norouzi, 2017; Kamata, 
Tenenbaum, & Hanin, 2002; Wilson, Peper, & Moss, 
2006), participants were only requested to 
concentrate on their sport activity as much as 
possible but not in a specific task. 
 
Intervention group – Nonathletes.  The intervention 
group performed a familiarization session and pretest 
before (bS1) the 15 NFT sessions.  Between session 
5 and session 6 (S5/6), performance tests were 
applied.  Also, between session 10 and session 11 
(S10/11), performance tests were applied.  At the end, 
a posttest (aS15) was performed.  The NFT involved 
five blocks of trials.  Each block was constituted by 
five 1-min trials with 5 s between trials.  In this way 
each session had 25 min of effective NFT, and each 
protocol resulted in 375 min. 
 
Control group.  The control group only performed 
pre- (bS1) and posttests (aS12) over a month and a 
half without the training sessions. 
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Figure 1. Timeline of the NFT training sessions and respective performance tests (bS1, S5/6, S10/11, and aS15 for 
nonathletes group; and bS1, S5/6, and aS12 for athletes group and control group).  

 
Measurements  
The baseline individual alpha frequency (IAF) was 
determined before and after NFT.  The baseline 
recording consisted of 2 min during the resting period, 
altering between eyes closed and eyes open.  
Recordings of eyes open and closed in baseline 1 
provided data for the calculation of alpha 
desynchronization and synchronization respectively; 
this enabled determination of individual frequency 
bands through amplitude band crossings (Klimesch, 
1999). 
 
Feedback is a determinant step for the protocol’s 
success.  Neural activity must be fed back by some 
parameter(s) and presented to the participant in a 
simple and direct representation of their value.  In this 
study, the feedback parameter was the relative 
amplitude of the IAB calculated as in Equation 1 
where band amplitude was the amplitude of the IAB 
and EEG amplitude was the amplitude from 4 Hz to 
30 Hz.  Using the amplitude spectrum instead of the 
power spectrum prevents excessive skewing which 
results from squaring the amplitude, and thus 
increases statistical validity. 
 
𝑹𝒆𝒍𝒂𝒕𝒊𝒗𝒆 𝑨𝒎𝒑𝒍𝒊𝒕𝒖𝒅𝒆 = 𝑩𝒂𝒏𝒅 𝑨𝒎𝒑𝒍𝒊𝒕𝒖𝒅𝒆

𝑬𝑬𝑮 𝑨𝒎𝒑𝒍𝒊𝒕𝒖𝒅𝒆
                   (1) 

 
The visual feedback display contains two 
tridimensional objects: a sphere and a cube.  The 
sphere radius reflects the feedback parameter value 
in real time and if it reaches a threshold (Goal 1) its 
colour changes.  The sphere has several slices 
(initially four, the minimum), and the more present, the 
smoother it looks.  While Goal 1 is being achieved, 
slices are added; if not, the sphere loses them until it 
has four again.  The cube height is related to the 
period of time that Goal 1 kept being achieved 
continuously.  If it happens for more than a predefined 
period of time (2 s), Goal 2 is accomplished, and the 
cube rises until Goal 1 stops being achieved.  Then it 
starts falling until it reaches the bottom or Goal 2 is 
achieved again.  Therefore, the participant's task is to 

take the cube as high as possible (Rodrigues, 
Migotina, & da Rosa, 2010). 
 
The feedback threshold was set to 1.0 in the first 
session, and it was adjusted according to the session 
report which showed the percentage of time for which 
the feedback parameter was above the threshold in 
each session.  If this percentage exceeded 60%, the 
threshold would be increased by 0.1 in the next 
session.  In contrast, if the percentage was below 
20%, the threshold would be decreased by 0.1 in the 
next session (Nan, Wan, Lou, Vai, & Rosa, 2013). 
 
Assessments 
Digit Span (DS).  Participants had to recall a random 
sequence of numbers in the correct order, starting 
with 2 digits and ending with 10 digits.  Subjects were 
asked to introduce the digits in the order by which 
they appeared (YuLeung To, Abbott, Foster, & 
Helmer, 2016). 
 
Oddball (OB).  The oddball test is used to evaluate 
the attention of the subjects.  In this test, different 
geometrical forms appear (circle, octagon, and 
square) and the participants were instructed to click 
only if the circle appeared.  The test consisted of 50 
trials, where the images appeared during 0.5 s with 
an interval of 0.5 s.  It was defined by a decoy rate of 
40% (Debener, Makeig, Delorme, & Engel, 2005). 
 
Statistical Analysis 
Differences in SAB and IAB bands and performance 
tests over time for all groups were examined using the 
ANOVA test and a post hoc Friedman test was 
performed when normality was not verified and to 
evaluate significant differences between groups.  
Comparison of performance tests means and 
differences between groups were performed using 
the ANOVA test and the post hoc Kruskal-Wallis was 
performed when normality was not verified and to 
know between which groups there were significant 
differences, a post hoc Tukey’s test was performed.  
Data were analyzed with SPSS software for Windows 

Months
Weeks 2 3 5 6 8 9 10 11 12

Performance 
Tests bS1 S5/6 S10/11 aS15

Sessions 1 2-3 4-5 6 7-8 9-10 11 12-13 14-15
Performance 

Tests bS1 S6/7 aS12

Sessions 1 2-3 4-5 6 7-8 9-10 11-12
Control 
Group

Performance 
Tests bS1 S6/7 aS12

Sedentary 
Group

Athletes 
Group

1 2 3
1 4 7
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version 25.0 (SPSS Inc., Chicago, IL).  Statistical 
significance was set at p < .05 for all tests. 
 

Results  
 
Although both populations increase SAB and IAB 
throughout the sessions, when comparing the groups 
there are no differences. 
 
The SAB and IAB over the 12 sessions in both 
protocols during NFT sessions are presented in 

Figure 2.  Both populations show positive slopes, but 
in the nonathlete population it is clearly verified that 
there is an effect of the sessions in the increase of 
SAB (R2 = .864) and IAB (R2 = .904).  Only in the 
nonathlete population are there significant results in 
both SAB between session 1 and 12 (1.01 ± 0.13 vs. 
1.15 ± 0.22; p = .018) and IAB between sessions 1 
and 10 (1.04 ± 0.17 vs. 1.19 ± 0.21; p = .003) and 
sessions 1 and 12 (1.04 ± 0.17 vs. 1.19 ± 0.22; p 
= .003).  In other words, SAB and IAB significantly 
increase from session 1 to 12 (p < .05). 

 

 

 
Figure 2. Differences between session 1 and 12 and in standard alpha band (SAB; top 
image) and individual alpha band (IAB; bottom image) for each protocol *(p < .05). 

 
 
Differences in performance tests between both 
populations and control group are presented in Table 
2.  Only differences were found between the 
nonathlete group and the athletes group in DS Sa/b 

tests.  The OB bS1 tests, OB Sa/b tests, OB Sc/d tests, 
and OB Sd/e tests showed differences between the 
nonathlete population and the athletes population and 
control group. 
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Table 2 
Differences in performance tests (bS1, S5/6, S10/11, and aS15 for nonathlete group; and bS1, S5/6, and aS12 for 
athletes group and control group) between protocols, M ± SD. 

 
Controlb,d 
(n = 15) 

Athletesb,d 
(n = 15) 

Nonathletea,c,e 

(n = 15) p 

DS bS1 tests 7.13 ± 1.36 7.20 ± 0.94 6.50 ± 1.65 .377f 

DS Sa/b tests 7.53 ± 1.36 7.87 ± 0.74 6.36 ± 1.45 .003f 

DS Sc/d tests 7.93 ± 0.96 8.13 ± 0.83 7.07 ± 1.73 .064f 

DS Sd/e tests 7.93 ± 0.96 8.13 ± 0.83 7.77 ± 1.92 .575f 

Difference in DS (Sa/b − S1 tests) 0.40 ± 1.24 0.67 ± 0.98 -0.14 ± 1.03 .137f 

Difference in DS (Sc/d − Sa/b) 0.40 ± 0.91 0.27 ± 0.88 0.71 ± 1.07 .578f 

Difference in DS (Sc/d − S1) 0.80 ± 1.08 0.93 ± 1.22 0.57 ± 1.55 .913f 

Difference in DS (Sd/e − Sa/b) 0.40 ± 0.91 0.27 ± 0.88 1.31 ± 1.38 .070f 

Difference in DS (S d/e − S1) 0.80 ± 1.08 0.93 ± 1.22 1.15 ± 1.77 .953f 

OB S1 tests 94.80 ± 5.28 95.20 ± 3.84 83.29 ± 8.83 < .001f 

OB Sa/b tests 96.27 ± 3.45 98.00 ± 2.00 88.29 ± 5.06 < .001f 

OB Sc/d tests 96.27 ± 3.01 98.53 ± 1.41 82.43 ± 16.04 < .001f 

OB Sd/e tests 96.27 ± 3.01 98.53 ± 1.41 86.00 ± 8.29 < .001f 

Difference in OB (Sa/b − S1 tests) 1.47 ± 3.81 2.80 ± 3.10 5.00 ± 8.07 .175f 

Difference in OB (Sc/d − Sa/b) 0.00 ± 3.21 0.53 ± 1.41 −5.86 ± 14.43 .503f 

Difference in OB (Sc/d − S1) 1.47 ± 2.77 3.33 ± 3.44 −0.86 ± 13.24 .421f 

Difference in OB (Sd/e − Sa/b) 0.00 ± 3.21 0.53 ± 1.41 −1.85 ± 6.80 .767f 

Difference in OB (Sd/e − S1) 1.47 ± 2.77 3.33 ± 3.44 3.69 ± 9.34 .360f 
M, mean; SD, standard deviation; DS, digit spawn test; S, session; NB, n-back test, OB, oddball test; bS1, before session 1; S5/6, 
between sessions 5 and 6; S6/7, between sessions 6 and 7; S10/11, between sessions 10 and 11; aS12, after session 12; aS15, 
after session 15. 
a S5/6; b S6/7; c S10/11; d aS12; e aS15; f Differences between groups tested with ANOVA – Kruskal Wallis Test 

Table 3 shows the differences between performance 
tests for athletes, nonathletes, and control group.  In 
the control group differences were found for the DS, 
where participants improved the score between bS1 

tests and Sc/d tests.  In the athlete population, results 
were found in both DS and OB between bS1 tests and 
Sc/d tests.  In the nonathlete population differences 
were only found from Sa/b tests to Se tests. 

 
  
 
 
  

http://www.neuroregulation.org/


Domingos et al. NeuroRegulation
  

 
14 | www.neuroregulation.org Vol. 7(1):8–17  2020 doi:10.15540/nr.7.1.8 
 

Table 3 
Differences between bS1, S5/6, S10/11, and aS15 for nonathlete group and bS1, S5/6, and aS12 for athletes group 
and control group for each protocol, M ± SD. 
 bS1 tests Sa/b tests Sc/d tests Sd/e tests p 
Control  

DS 7.13 ± 1.36 7.53 ± 1.36 7.93 ± 0.96 N/A .031g 
OB 94.80 ± 5.28 96.27 ± 3.45 96.27 ± 3.01 N/A .161g 

Athletes b, d  
DS 7.20 ± 0.94 7.87 ± 0.74 8.13 ± 0.83 N/A .022g 
OB 95.20 ± 3.84 98.00 ± 2.00 98.53 ± 1.41 N/A < .001g 

Nonathletes a, c, e  
DS 6.50 ± 1.65 6.36 ± 1.45 7.07 ± 1.73 7.77 ± 1.92 .006f 
OB 83.29 ± 8.83 88.29 ± 5.06 82.43 ± 16.04 86.00 ± 8.29 .171g 

M, mean; SD, standard deviation; DS, digit spawn test; S, session; NB, n-back test, OB, oddball test; NA, Not applicable; bS1, 
before session 1; S5/6, between sessions 5 and 6; S6/7, between sessions 6 and 7; S10/11, between sessions 10 and 11; aS12, 
after session 12; aS15, after session 15. 
a S5/6; b S6/7; c S10/11; d aS12; e aS15; f Differences between groups tested with ANOVA; g Differences tested with post hoc 
Friedman test 

 
 
The primary aim of the study was to analyze if the 
number of NFT sessions would be enough to 
increase the relative amplitude of SAB and IAB in 
both intervention groups.  Knowing the results of 
relative amplitude changes, a secondary aim was to 
understand a possible link between NFT sessions 
SAB and IAB in both intervention groups and control 
group and the performance tests. 
 
Our results demonstrated that only the nonathlete 
group increased SAB and IAB after 12 sessions of 
NFT.  However, only the athletes intervention group 
had positive results in reaction time (i.e., in OB test).  
This finding lends preliminary support to the 
alternative hypothesis that the SAB and IAB will be 
different between groups, which means that the 
nonathlete population present a different progression 
margin from the athlete population.  It is also 
important to note that the nonathlete group only had 
results in short-memory performance test after 15 
sessions, while the athlete group only required 12 
sessions, and the control group did not require NFT 
sessions to have results in this test.  Not only was the 
null hypothesis rejected by the differences of IAB and 
SAB between and within protocols but also by the 
performance tests.  
 

Discussion 
 

The results that should be considered the key point of 
the study relate to the reaction time performance test.  
They suggest that the number of sessions in athletes 
are sufficient to have positive changes when 
compared to the nonathlete group that did not 

improve positively in OB performance test and when 
compared to the control group who also did not 
improve in this test. 
 
SAB and IAB Over Time Results 
As it can be seen in Figure 2, both intervention groups 
had a positive slope in SAB and IAB bands which 
demonstrates the effects of NFT over time.  However, 
the SAB and IAB slopes in the nonathlete group were 
steeper, due to the lower initial value when compared 
to the athletes.  Once again, it is demonstrated that 
athletes have a lower progression margin (R2 = 0.32) 
than the nonathlete group (R2 = 0.90) because they 
have higher initial values.  Another curious fact that 
can be verified in Figure 2 is the behaviour of the 
bands throughout the sessions; that is, the group of 
athletes presents a more cyclic behaviour while the 
nonathlete group presents a more linear evolution.  
Yet, the discrete variation seen in the session 
intervals for SAB (Maszczyk et al., 2018; Thompson, 
Steffert, Ros, Leach, & Gruzelier, 2008) and for IAB 
(Egner & Gruzelier, 2001; Maszczyk et al., 2018) 
suggest different behavioral patterns as a function of 
number of sessions.  The baseline values in SAB and 
IAB for both groups are slightly different but sufficient 
so that the interval from session 1 to session 12 
demonstrates differences only in the nonathlete 
group.  It can be concluded that to change SAB and 
IAB, 12 sessions of NFT performed twice a week are 
sufficient for nonathlete people but not for athletes. 
 
Performance Tests Results  
The results obtained in the performance tests and 
compared between groups (Table 2) allow to infer 
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that for the reaction time test there are differences; 
that is, both the control group (athletes) and the 
athletes group had initial values much higher than the 
nonathlete population.  This first analysis makes it 
possible to conclude that populations are different for 
reaction times. 
 
Likewise, the results for the DS performance test 
revealed improvements for control and athletes 
groups, and the OB performance test revealed 
improvements within the athletes group over time.  
There are several conclusions that can be drawn from 
Table 3.  First of all, NFT sessions are not associated 
with an increase in performance tests seeing that the 
only group that managed to increase SAB and IAB 
over time was the nonathlete group but this group do 
not improve both performance tests after 12 NFT 
sessions.  Secondly, the short-term memory test does 
not seem to be affected by the NFT sessions 
insomuch as both the control group and the athletes 
group have improved.  Thirdly and most importantly, 
the reaction time is influenced by NFT sessions.  
 
Literature-supported Results 
These results are supported by the analyzed 
literature.  The number of sessions shown sufficient 
is consistent with systematic reviews (Mirifar et al., 
2017).  The results found in DS to improve short-term 
memory in this study are also supported by the 
literature in nonathletic populations (Escolano, 
Aguilar, & Minguez, 2011; Nan et al., 2012). Escolano 
and colleagues (2011) showed significant results in a 
healthy population after five consecutive training 
sessions (Escolano et al., 2011).  On the other hand, 
Nan and collaborators (2012) also obtained positive 
results in students but only after 20 sessions (Nan et 
al., 2012).  Regarding reaction time, robust literature 
exists supporting alpha wave association with that 
performance indicator (Klimesch, 1999). 
 
The higher initial values of performance tests and the 
results obtained in reaction time in athletes follow the 
same line that supports that physically active people 
can be more efficient in more demanding executive 
tasks in young adults (Kamijo & Takeda, 2010; 
Themanson, Pontifex, & Hillman, 2008).  
 
Strengths, Limitations, and Considerations of the 
Study  
The main strength of the study is that it answers one 
of the major limitations pointed out by the scientific 
community that hypothesized whether a personalized 
protocol should be used for athletes other than those 
used in nonathletes.  This study, including a 
nonathlete group, is able to make this contribution to 
the scientific community (Mirifar et al., 2017).  It was 

also adapted the Klimesch individualized NFT 
(Klimesch, 1999).  SAB scores were also mentioned 
for terms of reference and comparison.  A control 
group was used to ensure that learning depended on 
NFT and not on other factors.  The individualized NFT 
and the control group are two factors of robustness 
(Mirifar et al., 2017; Xiang, Hou, Liao, Liao, & Hu, 
2018). 
 
There are limitations that should be considered:  

• only marginal significant results were found in 
some parameters probably due to the sample 
size;  

• a questionnaire or scale is needed to better 
understand both what strategies athletes are 
using during NFT and mood (Gruzelier, 
2014);  

• there were a large diversity of sports; and  
• the athletes and nonathlete groups had not 

exactly the same protocol.   
 

The present study should therefore be considered 
exploratory. 
 
The NFT in athletes can be used as a complement to 
the training assuming that even 12 sessions improve 
the reaction time.  In clinical settings, memory and 
reaction optimization could also have a positive 
impact in clinical neuropsychological tasks, improving 
global cognitive efficiency. 
 
Conclusions and Future Research 
The athletes showed greater improvement in reaction 
time than the nonathlete group and control group.  In 
this study NFT increased the power of the bands in 
the nonathlete group; however, only the athletes 
improve performance tests after 12 NFT sessions.  
 
This study has two important conclusions: (a) 
changes in SAB and IAB do not mean that there are 
automatically positive results in the performance tests 
applied and (b) 12 sessions of NFT are indeed 
important to notice positive changes in results at the 
reaction time in athletes.  In other words, NFT 
produced a positive contribution in athletes for this 
study and produced a positive trend in both study 
groups. 
 
Future research should replicate this protocol based 
on a pretest and posttest associated to the sport.  
Likewise, it would be necessary to compare with a 
three session per week protocol to verify if there are 
changes in SAB and IAB that lead to even more 
determining results. 
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Abstract 

In this retrospective study, researchers examined effects of quantitative electroencephalography (qEEG), 
individualized neurofeedback treatment protocols for anxiety.  The present study includes 52 clients with 53.8% 
(n = 28) self-reporting as male and included two time points (pre and post).  Secondary analyses utilized a subset 
of client data (n = 21) with measurements from three time points (pre, post, and follow-up).  All clients completed 
qEEG and self-report assessments.  Clients agreed to attend a minimum of 15 biweekly sessions, for one 
academic semester.  Findings from regression analyses revealed three predictors of posttreatment outcomes.  
In addition, analysis of a subsample of data assessed at three time points revealed statistically significant 
improvement from pre to post and sustained outcomes from post to follow-up.  We discuss limitations and 
implications for future research.  
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Although many Americans experience stress during 
their lifetime, anxiety disorders can be debilitating and 
disrupt daily functioning.  Anxiety disorders are a 
pervasive and prevalent mental health concern 
affecting 19.1% of adults in the United States 
(National Institute of Mental Health [NIMH], 2017).   In 
addition, an estimated 31.1% of adults in the United 
States experience an anxiety disorder at some point 
during their lives (NIMH, 2017).  Although various 
anxiety disorders exist, prevalent ones are 
generalized anxiety disorder, panic disorder, and 
several phobia-related disorders (NIMH, 2018). 
 
Frequently, the onset of anxiety disorders begins 
during childhood and, if an individual does not receive 
treatment, anxiety symptoms may persist throughout 
their life (American Psychiatric Association [APA], 
2013).  Symptoms of anxiety differ from person to 
person and can include a range of physiological and 
psychological issues.  For example, people with 
generalized anxiety disorder can experience muscle 
tension, trouble concentrating, and difficulty 

controlling thoughts of worry; while people with panic 
disorder experience unexpected panic attacks, 
accelerated heart rate, and feeling out of control 
(NIMH, 2018).  Although symptoms can vary from one 
type to another, the Diagnostic and Statistical Manual 
of Mental Disorders (5th ed.; DSM-5) suggests that 
anxiety disorders share commonalities of “excessive 
fear and anxiety and related behavioral disturbances” 
(APA, 2013, p. 189). 
 

Literature Review 
 
Clinicians display use of various forms of biofeedback 
modalities for treating anxiety (Jones & Hitsman, 
2018).  Some biofeedback modalities include heart 
rate variability (HRV) training and electromyography 
(EMG).  Neurofeedback is also a form of biofeedback 
that is showing promising effects in correcting 
negative symptoms including depression (Cheon et 
al., 2015), sleep disorders (Cheon et al., 2015), 
attention-deficit/hyperactivity disorder (Van Doren et 
al., 2019), and anxiety (Cheon et al., 2015; Kerson, 
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Sherman, & Kozlowski, 2009; Scheinost et al., 2013; 
Wang et al., 2019; Zhao et al., 2018).  In addition, 
combinations of neurofeedback and biofeedback 
(e.g., HRV) have produced promising outcomes for 
reducing anxiety symptoms (White et al., 2017). 
 
In 2015, Cheon et al. decided to conduct a controlled 
study focusing on psychiatric patients and 
neurofeedback.  They used retrospective data, and 
the data collection process included the 
administration of the Clinical Global Impression-
Severity scale (CGI-S; Busner & Targum, 2007) and 
the Hill-Castro Checklists (Hill & Castro, 2002) on a 
weekly basis.  The CGI is a widely known and utilized 
tool for objective rating (Cheon et al., 2015) and 
23.4% of their participants had an anxiety disorder 
recognized by the DSM-5.  All patients participated in 
beta, SMR, or alpha/theta neurofeedback training at 
training sites: Fp1, Fp2, F3, F4, F7. F8, T3, T4, C3, 
C4, P1, P2, O1, O2, and Oz according to the 10–20 
Electrode system.  The researchers identified varying 
diagnoses as rationale for using unique 
neurofeedback protocols.  In addition, the authors 
state that during the final neurofeedback sessions, 
protocol development shifted to fit individual needs 
(Cheon et al., 2015).  Both the CGI-S and the Hill-
Castro Checklist resulted in significant findings (p 
= .0001) for the anxiety participants.  
 
Numerous other researchers found evidence of 
neurofeedback being beneficial for anxiety 
symptoms.  Researchers Scheinost et al. (2013) 
sought to examine state verses trait anxiety and alpha 
asymmetry while using real-time functional magnetic 
resonance imaging (rt-fMRI).  They discovered that 
focusing training on brain regions instead of certain 
brain sites was advantageous.  The participants also 
showed lasting results for emotion regulation and 
decreased anxiety.  In addition, proponents of a study 
by Zhao et al. (2019) displayed a reduction of anxiety 
symptoms lasting 3 days when using rt-fMRI.  
Drawing on work from previous studies, Zhao et al. 
(2019) emphasized training on connectivity of 
individual pathways of participants’ amygdala-
prefrontal area.  Therefore, neurofeedback protocols 
based on individualized protocols and/or variations in 
EEG data, show promising results for improving 
emotion regulation and decreasing anxiety.  
 
Each study has certain strengths and limitations and 
variations exist among neurofeedback training 
modalities and protocols.  One limitation is using the 
same protocol for each patient, and another is 
utilizing only symptom-based protocols.  According to 
Hammond (2010), it is important to assess a baseline 

quantitative electroencephalography (qEEG) pattern 
as this will help identify the heterogeneity in brain 
wave patterns, find comorbidities, and examine the 
brain for medication effects.  Viewpoints for 
neurofeedback clinicians still vary on whether to use 
individualized protocols or the same protocol.  Some 
researchers view individualized protocols as a 
strength.  Agreeing with this viewpoint, Arns, 
Heinrich, and Strehl (2014) suggest that researchers 
may want to consider using individualized protocols.  
Certain researchers postulate the benefits of using 
individualized protocols and how they can tailor 
neurofeedback to every person’s unique brain 
patterns (Arns et al., 2014; Hammond, 2010; 
Krigbaum & Wigton, 2014).  
 
An individualized protocol consists of tailoring 
treatment to a person’s specific qEEG data.  This 
neurofeedback modality dates to the 1980s 
(Krigbaum & Wigton, 2014).  Currently, many studies 
indicate the benefits of personalized protocols (Arns, 
Drinkenburg, & Kenemans, 2012; Ogrim & Hestad, 
2013; Walker, 2012).  Specifically, individualized 
protocols allow the clinician to determine client-based 
protocols which also take into consideration the 
diversity of qEEG patterns (Hammond, 2010).  
 
In an additional study by Wigton and Krigbaum 
(2015), the researchers further assert how z-score 
protocols (e.g., individualized protocols) aid in 
identifying the link between specific cortical 
dysfunctions and connectivity concerns related to 
mental health symptomology.  Moreover, to 
determine neurofeedback training sessions, the 
comparison of qEEG data to a normative database 
results in z-scores (Wigton & Krigbaum, 2015).  This 
method allows for a baseline of pretreatment data for 
determining the progress of the client.  With this 
knowledge, clinicians can reduce mental health 
issues by bringing the scores closer to the mean.  
 
Data collection for this retrospective study consisted 
of methods inspired by z-score training.  Since the 
current study’s data was collected from a student 
training clinic, the neurofeedback clinic director 
decided on single-channel amplitude training for three 
reasons: (a) this training is commonly used by 
clinicians, (b) it is an easier starting point for students 
in training versus more advanced modalities, and (c) 
numerous one-channel amplitude training research 
literature is reviewed by Wigton (2014; Jones & 
Hitsman, 2018).  Therefore, the retrospective data 
included in this study were examining reduction of 
anxiety symptoms while utilizing qEEG-guided 
amplitude neurofeedback training protocols. 
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The present study uses deidentified data collected 
from a graduate training counseling center with the 
primary aim of training master’s- and doctoral-level 
counseling students interested in developing clinical 
neurofeedback competency.  The purpose of this 
study is to examine predictors of neurofeedback 
outcomes following qEEG individualized protocols for 
treating anxiety.  Specifically, the study aimed to 
answer the following question: “Are there differences 
within the individual that predict improvement in 
client-reported anxiety symptoms following 
individualized neurofeedback treatment?”  Secondary 
research questions include:  
 
• “Does individual neurofeedback treatment differ 

in participant self-report of anxiety concerns 
over time?”  

• “Does individual neurofeedback treatment differ 
from participant self-report from pretest to 
follow-up?” 

• “Does individual neurofeedback treatment differ 
from participant self-report from pretest to 
posttest?”, and  

• “Does individual neurofeedback treatment differ 
from participant self-report from posttest to 
follow-up?”  

 
Method  

 
Participants/Sample/Power  
The University of Texas at San Antonio (UTSA) 
Institutional Review Board deemed this retrospective 
study exempt from review.  Potential clients contacted 
Sarabia Family Counseling Center at the University of 
Texas at San Antonio (UTSA) to inquire about 
neurofeedback treatment for anxiety.  Upon calling, a 
master’s- or doctoral-level student in UTSA’s 
Counseling Department screened clients to 
determine their eligibility for treatment.  This 
screening process included inclusion criteria of 
reporting primarily anxiety symptoms, availability, and 
meeting the age requirements.  Clients enrolled in the 
neurofeedback treatment program agreed to attend a 
minimum of 15 neurofeedback sessions biweekly, 
which were free of charge.  
 
The present study consists of a sample of 52 clients 
aged 19 to 59 (M = 36.4, SD = 12.6).  Of these clients, 
53.8% (n = 28) self-reported as male.  Ethnic 
composition of the clients included 50% (n = 26) Non-
Hispanic, 44% (n = 23) Hispanic/Latino, and 6% (n = 
3) did not respond.  Table 1 provides a more detailed 
review of client demographics. 
 

 
Table 1 
Characteristics of the sample at time of recruitment 
(N = 52). 
Mean age (range) 36.37 (19–59) 

Gender  
Male  53.8% 

Female 42.3% 

Chose not to respond 3.9% 

Ethnicity  
Non-Hispanic 50.0% 

Hispanic/Latino 44.2% 

Did not respond 5.8% 

Education  
No HS diploma; no GED 1.9% 

GED 1.9% 

High school degree 9.6% 

Some college; no degree 28.8% 

Associate degree 9.6% 

Bachelor’s degree; RN 23.1% 

Some grad school; no degree 9.6% 

Master’s degree 7.7% 

PhD; Law degree 3.9% 

Did not respond 3.9% 
 
 
Secondary analyses utilized a subsample of the 
dataset described above.  This subsample includes 
21 clients with assessments completed at three time 
points (pre, post, and follow-up).  In terms of 
demographic data of the subsample, clients’ (n = 21) 
ages range from 20 to 56 (M = 38.8, SD = 12.39) with 
61.9% (n = 13) of clients self-reporting as female.  
The self-reported ethnic composition of the 
subsample was 38.1% (n = 8) Non-Hispanic, 52.4% 
(n = 11) Hispanic/Latino, and 9.5% (n = 2) chose not 
to respond.  
 
Clinicians 
Clinicians for the study included student clinicians 
which were clinical mental health master’s-level 
students and counselor education and supervision 
doctoral-level students.  Before beginning their 
neurofeedback sessions, the students previously 
completed the Biofeedback Certification International 
Alliance requirements for didactic coursework for 
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neurofeedback.  In addition, student clinicians are 
supervised by a certified and licensed supervisor.  At 
times, trained volunteer clinicians (e.g., faculty, 
alumni, etc.) served as clinicians. 
 
Measures 
Demographic information and treatment record.  
Demographic data for this study includes age, 
gender, highest level of education completed, 
ethnicity, and previous or current experience with 
counseling.  Additional data collected consists of 
number of attended sessions, session-to-session 
records, type of protocol, amplitude measures for 
each frequency band, and electrode placement.  
 
Zung self-rating anxiety scale for adults.  The 
Zung Self-rating Anxiety Scale (SAS) is a 20-item, 
Likert-type, self-report measure of state and trait 
anxiety based on cognitive, autonomic, motor, and 
central nervous system symptoms 
manifestations.  Example items include “My face gets 
hot and blushes,” “I have nightmares,” and “I feel 
afraid for no reason at all.”  With raw scores ranging 
from 20 to 80, higher scores indicate greater severity 
of anxiety symptomatology (Zung, 1971).  The SAS 
has demonstrated good internal consistency with a 
Cronbach's alpha of .82 (Tanaka-Matsumi & 
Kameoka, 1986).  
 
Self-report for the Achenbach system of 
empirically based assessment.  The Adult Self-
Report (ASR) is part of the Achenbach System of 
Empirically Based Assessment (Achenbach & 
Rescorla, 2003).  The ASR is a 120-item, Likert-type, 
self-report measure that assesses maladaptive 
behavioral and emotional problems.  The ASR is 
appropriate for adults between the ages of 18 to 59 
years.  The ASR consists of adaptive functioning, 
syndrome, DSM-oriented, and substance use scales 
and has demonstrated good test–retest reliability 
(Education, r = .80; Mean Substance Use, r = .96; 
Achenbach & Rescorla, 2003) and internal 
consistency for scales utilized in the present study 
(Total Problems,  = .97; Achenbach & Rescorla, 
2003).  
 
Instrumentation 
Quantitative electroencephalography.  The 
research team instructed participants to limit 
consumption of nonessential substances 24 hours 
prior to the qEEG recording.  However, the research 
team factored medically required substances into the 
qEEG interpretation and subsequent protocol 
development.  The collection of qEEG data occurred 
with a 19-channel recording using a BrainMaster  

Discovery 24 (BrainMaster Technologies, Inc., 
Bedford, OH) high-impedance amplifier.  The 
software utilized was NeuroGuide (Applied 
Neuroscience, Inc., Largo, FL) which included 5 min 
of eyes open (EO) and 5 min of eyes closed (EC).  
Clients’ qEEG recordings included fittings for the 
correct size of Electro-Cap (Electro-Cap International, 
Inc., Eaton, OH) 10–20 electrode placement with 
impedance levels less than 5 k.  Preparation for the 
qEEG also included cleaning the ground and 
reference locations with abrading PCI prep pads, 
Nuprep skin prep gel, and rubbing alcohol (Jones & 
Hitsman, 2018).  A member of the research team 
used the resulting data to develop an individualized 
protocol for anxiety. 
 
Neurofeedback.  For the neurofeedback sessions, 
clinicians used the BrainMaster Atlantis two-channel 
amplifiers and BioExplorer (Cyberevolution, Inc., 
Seattle, WA) software.  When preparing the electrode 
sites, clinicians cleaned the skin with rubbing alcohol 
and used abrading PCI prep pads when needed for 
ground and reference locations.  Clinicians used 
Nuprep to help impedance levels and Ten20 
conductive paste to attached gold-plated electrodes 
to the client’s scalp.  During the sessions, clinicians 
monitored impedance measurements to ensure that 
interelectrode impedance was less than 5 k (Jones, 
2015).  
 
Neurofeedback Protocols 
The research team instructed participants to 
discontinue the consumption of caffeine or other 
nonessential substances on neurofeedback days.  
Range of attended sessions were 3–23 (M = 13.4, SD 
= 4.3) for the primary data set, and 3–20 (M = 13, SD 
= 4.87) for the secondary data set.  Clinicians 
provided neurofeedback using BrainMaster Atlantis 
two-channel amplifiers and BioExplorer software.  
Training protocols included amplitude uptraining 
and/or downtraining of preferred frequency bands 
based on qEEG results.  Further, protocol selections 
were influenced by current research and reflect 
markers thought to be associated with anxiety 
concerns (Demerdzieva & Pop-Jordanova, 2011; 
Gunkelman, 2006; Heller, Nitschke, Etienne, & Miller, 
1997; Price & Budzynski, 2009; Stern, 2005, p. 196; 
Tharawadeepimuk & Wongsawat, 2014).  For 
example, one client’s protocol consisted of EO CZ 
downtraining 4–9 Hz, uptraining 12–15 Hz, and 
downtraining 17–23 Hz.  Another example of a client’s 
protocol was EC PZ downtraining 3–7 Hz, uptraining 
8–10 Hz, and downtraining 25–30 Hz.  
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According to preferences of participants and 
clinicians’ clinical judgment, feedback was 
determined using the following formats: animations, 
sounds, games, and analog presentations.  The 
predetermined thresholds were set manually at the 
start of the session with an ideal reward rate of 50%.  
During the sessions, clinicians made periodic 
adjustments to the threshold settings as an attempt to 
share behavior toward the client’s treatment goals.  
Treatment records where kept for each session and 
included frequency bands, threshold settings, 
average amplitude, type of feedback received, and 
any other clinician notes.  Training sessions lasted 
approximately 20 minutes.  
 
Statistical Analysis  
Statistical analyses for this study included the 
Statistical Package for the Social Sciences (SPSS) 
software version 25 (SPSS, 2017).  Missing data, 
examining cases for missing data, outliers, and 
normality were all assessed before analysis of data.  
Analytic computations used p-values set at  = 0.05.  
The primary data set has 0% missing data for the 
SAS, and 5.8% for the ASR.  For the subsample data 
set, there was no missing data.  
 
The research team ran regression analyses on the 
primary data set to determine potential predictors of 
post-SAS scores.  We controlled for pre-SAS scores 
and client-reported gender due to high correlation 
with the outcome variable (post-SAS scores).  
Education was dummy coded 0 (no) and 1 (yes) with 
No high school (HS) diploma serving as the reference 
group.  The present study utilized control variables 
and predictor variables measured by the ASR at time 
1.  Additionally, using the subsample data set, 
researchers used a paired samples t-test to measure 
mean differences between pre, post, and follow-up 
scores of the SAS. 
 

Results 
 
Individuals completed the SAS and ASR at intake 
(time 1, pre) to assess their level of anxiety and other 
concerns.  Upon completion of the neurofeedback 

treatment protocols, both assessments were 
readministered (time 2, post).  The mean prescore 
results from all subjects was 45.62 (SD = 8.49), while 
the mean for the postscores was 39.50 (SD = 9.40).  
 
A regression analysis displayed total problems as 
measured by the ASR significantly predicted post-
SAS scores (B = .26, SE B = .24, p = .05).  This model 
explained 56% of the total variance after controlling 
for pre-SAS scores and gender; F(3, 48) = 21.13, R2 
= .56, p < .01.  This demonstrated a significant 
positive relationship between total problems and 
post-SAS scores, showing greater improvement in 
anxiety symptoms following neurofeedback treatment 
was associated with lower total problems scores as 
measured by the ASR prior to neurofeedback 
treatment.  
 
An additional regression analysis revealed that a 
model including gender, pre-SAS scores, and mean 
substance use predicted post-SAS scores; F(3, 48) = 
21.74, R2 = .58, p < .01.  Mean substance use was a 
significant predictor in this model and explained 58% 
of the total variance after controlling for pre-SAS 
scores and gender.  This demonstrated a significant 
positive relationship between mean substance use 
and post-SAS scores, showing greater improvement 
in anxiety symptoms following neurofeedback 
treatment was associated with lower mean substance 
use scores as measured by the ASR prior to 
neurofeedback treatment. 
 
A third regression analysis identified some college 
with no degree (B = 15.84, SE B = .7.18, p = .03), 
bachelor’s degree (B = 17.11, SE B = 7.22, p = .02), 
and PhD or law degree (B = 19.28, SE B = 8.69, p 
= .03) significantly predicted post-SAS scores when 
controlling for pre-SAS and gender; F(10, 39) = 6.45, 
R2 = .62, p < .01.  This demonstrated a significant 
positive relationship between education and post-
SAS scores, showing higher education was 
associated with greater improvement in anxiety 
symptoms following neurofeedback treatment.  
Regression results for primary analyses appear in 
Table 2. 
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Table 2 
Regression analysis summary for variables found to 
predict post-SAS scores (N = 52). 

 B SE B t 

F(3, 48) = 21.13, R2 = .57, p < .01 
Gender 1.10 1.77 0.62 

Pre-SAS scores 0.70 0.15 4.856** 

Total problems 0.256 0.125 2.038* 

F(3, 48) = 21.74, R2 = .58, p < .01 
Gender 1.83 1.72 1.06 

Pre-SAS scores 0.91 0.12 7.9** 

Mean substance use −0.341 0.153 −2.237* 

F(10, 39) = 6.45, R2 = .62, p < .01 
Gender 4.06 2.03 1.99* 

Pre-SAS scores 0.91 0.13 7.08** 

GED 15.19 9.95 1.53 

High school degree 12.47 7.58 1.64 

Some college; no degree 15.84 7.18 2.21* 

Associate degree 9.42 7.53 1.25 

Bachelor’s degree; RN 17.11 7.22 2.37* 

Some grad school;  
no degree 

†
13.72 

†
7.62 1.8

†
 

Master’s degree 10.75 7.77 1.38 

PhD; Law degree 19.28 8.69 2.22* 
 
Note. † p < .10; * p < .05; ** p <  .01 

Secondary analyses using the subsample data 
included a third time point (time 3, follow-up).  This 
time point occurred one month after posttreatment.  
The mean of the prescores was 45.67 (SD = 9.34), 
mean postscores was 39.14 (SD = 9.39), and mean 
follow-up scores was 41.05 (SD = 9.58).  We ran 
paired sample t-tests to examine differences between 
time points of the SAS scores (time 1, time 2, and time 
3).  Results displayed statistically significant change 
from pre to post t(20) = 4.7, p < .001, d = .68, and 
from pre to follow-up t(20) = 2.66, p = .015, d = .47.  
There was no significant change from post to follow-
up t(20) = −1.67, p = .111, d = .20.  Results appear in 
Table 3 and Figure 1 illustrates these findings. 
 
 

 
 
Figure 1. Zung Self-rating Anxiety Scale mean scores at 
pre, post, and follow-up (n = 21). 

 
 
Table 3 
Zung Self-rating Anxiety Scale (SAS) for adults. 

 
Time Point Change   

M (SD) M (SD) M (SD) [95% CI] t(df)  p d 
 Pre Post      

Time 1 – Time 2 
 

45.67 (9.94) 39.14 (9.38) 6.52 (6.37) [3.63, 9.42] 4.7(20) < .001 .68 

 Post Follow-up      
Time 2 – Time 3 

 
39.14 (9.38) 41.05 (9.58)    −1.905 (1.14) [−4.28, .478] −1.67(20)    .111 .20 

 Pre Follow-up      
Time 1 – Time 3 45.67 (9.94) 41.05 (9.58)  4.62 (7.94) [1.01, 8.23] 2.66(20)    .015 .47 
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Discussion 
 
The primary aim of this retrospective study was to 
examine predictors of anxiety symptom outcomes 
following individualized neurofeedback treatment.  
The present study identified a large mean decrease 
in SAS outcomes from pretreatment to posttreatment, 
indicating improvement in client-reported anxiety 
symptoms following neurofeedback treatment.  
Regression analyses identified total problems, 
substance use, and level of education as predictors 
of anxiety symptoms as measured by the SAS 
following individualized neurofeedback treatment.  
 
The secondary research questions posed in the 
present study aimed to explore whether self-reported 
anxiety differed over time, specifically from pre to 
post, pre to follow-up, and post to follow-up.  
Interestingly, there is no significant change from post 
to follow-up SAS scores.  This lack of change from 
post to follow-up anxiety scores imply neurofeedback 
treatment for one university academic semester has 
lasting effects from post to follow-up, or around a 
month between time points.  Our findings are 
comparable to results of a similar study examining 
post and follow-up by Van Doren et al. (2019).  Their 
neurofeedback study for ADHD reported no 
significant change from post to follow-up.  
Additionally, the researchers stated that 
neurofeedback seems to be sustainable after 2 to 12 
months.  Our findings suggest sustainable results 
after 1 to 1.5 months.  Similar to prior neurofeedback 
research, these findings indicate that neurofeedback 
is a sustainable and effective treatment for anxiety 
symptoms. 
 
Limitations and Implications for Research    
The lack of a control group is a major limitation of the 
study.  As such, there is no way to determine what 
aspects of the results may be attributable to placebo 
effect.  The individualized treatment protocols—
based on qEEG results—created a variability in the 
treatment provided, with no analysis of whether 
specific protocols may have had differing effects.  The 
smaller sample size of the primary data set and the 
small sample size of the secondary data set are 
another limiting factor for assessing statistical 
robustness.  In addition, a number of issues are 
present due to the academic setting in which the 
research was conducted.  Restricting the number of 
sessions to an academic semester reduced the 
possible number of sessions, which may have limited 
the effectiveness of treatment.  The skill level of the 
student and volunteer clinicians may have varied 
somewhat and was not controlled for.  As a result, 

there is no way to determine if more experienced 
clinicians may have had a higher level of treatment 
effectiveness.  Finally, there was no control for the 
variability of other forms of treatment the subject may 
have received before or during the study, the result 
being a lack of differentiation between the effects of 
the study and the effects of other treatments. 
 
The study supports the need for further research on 
the possible efficacy of neurofeedback for the 
amelioration of anxiety symptoms in a number of 
areas.  Identifying biomarkers of anxiety in the EEG 
is a possible focus of future studies by comparing the 
qEEG and other analyses of EEG data for subjects 
with or without anxiety symptoms.  For example, in 
addition to mere amplitude measures, characteristics 
of coherence, independent components, network 
hubs, event-related potentials, dynamic time–
frequency analysis, and source density location may 
be utilized.  
 

Conclusion 
 
This retrospective study included data from qEEG, 
individualized neurofeedback treatment protocols for 
anxiety.  After running regression analyses, the 
results yielded three predictors of posttreatment 
outcomes: total problems, substance abuse mean, 
and education level.  Further, an analysis of a 
subsample of data displayed statistically significant 
improvement from pre to post with sustainable 
outcomes from post to follow-up.  
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Abstract 

Background: Vagus nerve stimulation (VNS) has been shown to improve cardiac function and heart failure 
symptoms.  The VITARIA System provides chronic stimulation through a self-sizing, atraumatic lead placed 
around the cervical vagus nerve.  The lead is identical to the predecessor M304 lead, which has been implanted 
in patients since 2009 for treatment of epilepsy and depression.  Its long-term performance has not been 
previously reported.  Methods: All leads implanted in the United States for any indication were included in this 
analysis.  All available data on lead explants, replacements, and customer complaints were used to identify 
failures.  Lead survival was defined as likelihood of the implanted lead remaining implanted and performing as 
intended.  Results: The M304 lead has been part of 31,000 implantations, with 72,100 device-years of patient 
exposure.  In 11,000 patients, 99.4% of leads remained implanted and performing as intended after 1 year.  At 7 
years, 95.7% of leads performed as intended.  Lead failure is rare, with common causes being infection (0.87%) 
and vocal cord dysfunction (0.68%).  Conclusions: The M304 VNS lead has been used for neuromodulation in 
over 30,000 patients for over 70,000 device-years.  Cumulative lead survival has exceeded design requirements 
and has low rates of complications and failures. 
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Introduction 

 
Heart failure (HF) is characterized by hemodynamic 
abnormalities that result in an imbalance between an 
increase in sympathetic activity and withdrawal of 
parasympathetic tone.  This contributes to the 
progression of HF and an increase in the risk of 
mortality and morbidity independent of ejection 
fraction (EF) and ventricular arrhythmias. 
 
Autonomic regulation therapy (ART) is a novel 
investigational approach for the management of HF 
that uses cervical vagus nerve stimulation (VNS) to 
increase parasympathetic activity and help restore 
autonomic balance.  ART is delivered using chronic 
stimulation through a self-sizing lead that is placed on 
the cervical vagus nerve (CVN) without requiring any 

mapping for placement.  ART using open-loop VNS 
has been shown in a pilot study to be associated with 
long-term improvement in heart rate, heart rate 
variability, left ventricular function, 6-minute walk 
distance, NYHA class, and quality of life in patients 
with HF and reduced EF (HFrEF; Premchand et al., 
2014, 2016, 2019) and is being evaluated further in 
an ongoing mortality and morbidity pivotal study in 
patients with HF and reduced left ventricular HF 
(Konstam et al., 2019). 
 
The VNS lead that is used to deliver ART (VITARIA 
Model 7304; Figure 1) in the ongoing ANTHEM-
HFrEF pivotal study (NCT03425422) is identical in its 
materials and manufacture to the Model 304 
PerenniaFLEX lead, which has been implanted in 
more than 30,000 patients worldwide since February 
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2009 for the treatment of drug-refractory epilepsy 
(DRE) and treatment-resistant depression (TRD; 
Groves & Brown, 2005; Morris & Mueller, 1999).  In 

this study, we provide findings of a survival analysis, 
performed to evaluate the long-term performance of 
the Model 304 PerenniaFLEX lead. 

 
 

 
 
Figure 1. The VITARIA autonomic regulation therapy (ART) system implanted on the right cervical vagus nerve (left), 
which includes the VITARIA Model 7304 lead (right). 

 
 

Methods 
 
Data Collection  
The LivaNova quality system was used to retrieve 
and to evaluate lead data.  The system includes a 
device tracking system, which tracks device 
shipments and implant registration forms that are 
completed by the implanting physician or hospital 
staff.  LivaNova collects data on device explants, 
device replacements, returned product analyses, and 
customer complaints through multiple sources, 
including voluntary product return, complaint 
reporting, and device tracking.  These data are 
collected and used to identify failures and out-of-
specification conditions.  The implant registration 
forms allow implantable products to be tracked at the 
patient level from the time of device implant to the 
time of device explant or patient death.  All leads that 
were registered as implanted in the United States for 
any indication were included in the analysis, and all 
data available through December 31, 2018, was 
analyzed.  The analysis complied with the Declaration 
of Helsinki (World Medical Association, 1996). 
 
To minimize the potential of underreporting of patient 
deaths, active surveillance was conducted of data 

obtained from the United States Social Security 
Administration Death Master File and the Center for 
Disease Control National Death Index.  Those 
patients without a known Social Security Number 
were not included in the survival calculations. 
 
Survival Probability Calculations 
Lead survival probability was defined as the likelihood 
of the implanted device remaining implanted and 
performing as intended at a specific point in the 
product’s service life.  The actuarial method was used 
to estimate survival probability at any time interval 
(Tolley, Barnes, & Freeman, 2016).  Device survival 
plots use the number of successfully functioning units 
divided by the total number of units.  The cumulative 
survival probability at a point in time is the product of 
the survival probabilities for all preceding time 
intervals.  The exponential Greenwood’s formula was 
used to estimate the standard error of the calculated 
survival probabilities and 95% confidence intervals 
(CI; Kalbfleisch & Prentice, 1980). 
 

Results 
 
At the time of this analysis, there have been 31,000 
registered implants of the PerenniaFLEX Model 304 
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VNS lead, with a cumulative implant follow-up 
duration of 72,100 device-years.  It is estimated that 
26,400 of these devices are still active.  Survival 
status for 11,000 patients was obtainable from public 
records, and these implants were included in the 
survival calculations.  
 
Cumulative survival of the implanted leads over time 
is shown in Table 1 and Figure 2.  After 1 year, 99.4% 

of leads remained implanted and performed as 
intended (95% CI [99.2, 99.5]).  After 5 years and 7 
years, 97.1% (95% CI [96.7, 97.5%]) and 95.7% (95% 
CI [95.1, 96.2]) of implanted leads remained 
implanted and performed as intended.  This survival 
performance exceeds the design requirement for the 
Model 304 lead (Figure 2). 

 
 
Table 1 
Cumulative survival of the Model 304 lead over various follow-up intervals, shown as a percentage with 95% 
confidence intervals. 

 At implant 1 year 2 year 3 year 5 year 7 year 

Cumulative 
Survival (%) 100% 99.4%  

[99.2, 99.5] 
98.8%  

[98.6, 99.0] 
98.4%  

[98.1, 98.6] 
97.1%  

[96.7, 97.5] 
95.7%  

[95.1, 96.2] 
Number of 
Patients 11,000 9,700 8,500 7,200 4,600 1,800 

 
  

 
 
Figure 2. Cumulative survival of the Model 304 lead for US patients with known SSN (solid line) compared to design 
requirements (dotted line). 

 
 
Lead complications and failures have been rare, with 
the most common complications being infection 
(0.87%), vocal cord dysfunction (0.68%), lead 
protrusion (0.36%), and lead extrusion (0.27%).  
 

Discussion  
 
There are several similarities in how VNS is 
administered for the treatment of DRE, TRD, and HF.  

VNS systems used in all these conditions include an 
implantable pulse generator, an electrode lead that 
surrounds the CVN.  An external programming 
system is used to change the generator settings for 
stimulating the CVN.  The electrode is placed around 
the vagus nerve without requiring intraoperative 
mapping.  The pulse generator and lead deliver 
electrical stimulation to axons in the CVN.  The axons 
are approximately 80% afferent and 20% 
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parasympathetic preganglionic efferents (Jänig, 
2006). 
 
VNS is administered to the left CVN using the Model 
304 lead with bidirectional open-loop delivery for the 
management of DRE and TRD.  For HF, VNS has 
been administered to the left or right CVN using the 
Model 7304 lead with bidirectional open-loop delivery 
that is directed preferentially toward peripheral vagal 
efferents that control cardiovascular function.  In 
investigational studies in HFrEF, VNS has utilized a 
relatively lower amplitude (1.5 to 3 mA current) and 
pulse frequency (5–10 Hz) than is used for DRE.  
Model 304 lead for DRE and TRD and Model 7304 
lead for HF are identical in materials and 
manufacture.  The functional difference between 
these leads is in the polarity of the electrodes.  In DRE 
and TRD, the cathode is positioned cranially, and in 
HF, the cathode is positioned caudally (Anand, 
Konstam, Ardell, Libbus, & DiCarlo, 2019; Ben-
Menachem, 2002). 
 
Implanted lead performance is continually tracked 
during clinical studies and as part of the LivaNova 
postmarket surveillance process to identify device 
failure and to determine causes and potential out-of-
specification conditions.  Based upon the current 
analysis, chronic VNS using Model 304 appears to be 
associated with a satisfactory long-term safety and 
performance profile. 
 

Conclusions 
 
Evaluation of the long-term performance of the Model 
304 VNS lead, used in the treatment of DRE and 
TRD, has demonstrated excellent cumulative survival 
that exceeded its design requirements, and its use for 
neuromodulation has been associated with low rates 
of complications and lead failures.  The VITARIA 
System for the treatment of HF includes the Model 
7304 VNS lead, which is identical in its materials and 
manufacture and is being utilized in the ANTHEM-
HFrEF pivotal study. 
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Author Disclosure  
Dr. Anand is contracted to LivaNova as a 
cardiovascular consultant.  Dr. Libbus and Dr. DiCarlo 
are employees and shareholders of LivaNova. 
 

References 
 
Anand, I. S., Konstam, M. A., Ardell, J. L., Libbus, I., & DiCarlo, L. 

(2019). Neuromodulation for drug-refractory epilepsy and 
chronic heart failure: Targets, delivery, composition and 
titration. International Journal of Neurology and Neurotherapy, 
6(2), 091. https://doi.org/10.23937/2378-3001/1410091  

Ben-Menachem, E. (2002). Vagus-nerve stimulation for the 
treatment of epilepsy. The Lancet Neurology, 1(8), 477–482. 
https://doi.org/10.1016/S1474-4422(02)00220-X 

Groves, D. A., & Brown, V. J. (2005). Vagal nerve stimulation: A 
review of its applications and potential mechanisms that 
mediate its clinical effects. Neuroscience & Biobehavioral 
Reviews, 29(3), 493–500. https://doi.org/10.1016 
/j.neubiorev.2005.01.004  

Jänig, W. (2006). Functional anatomy of the peripheral sympathetic 
and parasympathetic system. In The integrative action of the 
autonomic nervous system: Neurobiology of homeostasis (pp. 
13–34). Cambridge, UK: Cambridge University Press. 

Kalbfleisch, J. D., & Prentice, R. L. (1980). The statistical analysis 
of failure time data. New York, NY: John Wiley & Sons. 

Konstam, M. A., Udelson, J. E., Butler, J., Klein, H. U., Parker, J. 
D., Teerlink, J. R., … DiCarlo, L. A. (2019). Impact of 
autonomic regulation therapy in patients with heart failure: 
ANTHEM-HFrEF pivotal study design. Circulation: Heart 
Failure, 12(11), e005879. https://doi.org/10.1161 
/circheartfailure.119.005879 

Morris, G. L., & Mueller, W. M. (1999). Long-term treatment with 
vagus nerve stimulation in patients with refractory epilepsy. 
Neurology, 53(8), 1731–1735. https://doi.org/10.1212 
/WNL.53.8.1731  

Premchand, R. K., Sharma, K., Mittal, S., Monteiro, R., Dixit, S., 
Libbus, I., … Anand, I. S. (2014). Autonomic regulation therapy 
via left or right cervical vagus nerve stimulation in patients with 
chronic heart failure: Results of the ANTHEM-HF trial. Journal 
of Cardiac Failure, 20(11), 808–816. https://doi.org/10.1016 
/j.cardfail.2014.08.009 

Premchand, R. K., Sharma, K., Mittal, S., Monteiro, R., Dixit, S., 
Libbus, I., … Anand, I. S. (2016). Extended follow-up of 
patients with heart failure receiving autonomic regulation 
therapy in the ANTHEM-HF study. Journal of Cardiac Failure, 
22(8), 639–642. https://doi.org/10.1016/j.cardfail.2015.11.002 

Premchand, R. K., Sharma, K., Mittal, S., Monteiro, R., Libbus, I. 
DiCarlo, L., … Anand, I. (2019). Long-term follow-up of 
reduced ejection fraction heart failure patients receiving 
autonomic regulation therapy in the ANTHEM-HF pilot study. 
Journal of the American College of Cardiology, 73(9 Suppl. 1), 
770. https://doi.org/10.1016/S0735-1097(19)31378-6  

Tolley, H. D., Barnes, J. M., & Freeman, M. D. (2016). Survival 
analysis. In M. D. Freeman & M. P. Zeegers (Eds.), Forensic 
epidemiology: Principles and practice (pp. 261–284). London, 
UK: Elsevier Inc. 

 
 
Received: February 24, 2020 
Accepted: March 18, 2020 
Published: March 25, 2020

 
 
 

http://www.neuroregulation.org/
https://doi.org/10.23937/2378-3001/1410091
https://doi.org/10.1016/S1474-4422(02)00220-X
https://doi.org/10.1016/j.neubiorev.2005.01.004
https://doi.org/10.1016/j.neubiorev.2005.01.004
https://doi.org/10.1161/circheartfailure.119.005879
https://doi.org/10.1161/circheartfailure.119.005879
https://doi.org/10.1212/WNL.53.8.1731
https://doi.org/10.1212/WNL.53.8.1731
https://doi.org/10.1016/j.cardfail.2014.08.009
https://doi.org/10.1016/j.cardfail.2014.08.009
https://doi.org/10.1016/j.cardfail.2015.11.002
https://doi.org/10.1016/S0735-1097(19)31378-6


NeuroRegulation http://www.isnr.org 
    

 
30 | www.neuroregulation.org Vol. 7(1):30–44  2020 doi:10.15540/nr.7.1.30 
  

Protocol for a Pilot Randomized Sham-Controlled Clinical 
Trial Evaluating the Feasibility, Safety, and Acceptability of 
Infraslow Electroencephalography Neurofeedback 
Training on Experimental and Clinical Pain Outcomes in 
People with Chronic Painful Knee Osteoarthritis  
Jerin Mathew1*, Divya Bharatkumar Adhia2, Mark Llewellyn Smith3, Dirk De Ridder2, and 
Ramakrishnan Mani1 

1School of Physiotherapy, University of Otago, Dunedin, New Zealand 
2Dunedin School of Medicine, University of Otago, Dunedin, New Zealand 
3Neurofeedback Services of New York, New York, USA 
 

Abstract  

Introduction: Persistent pain is a significant contributor to disability in people living with knee osteoarthritis 
(KOA).  Brain imaging, including electrophysiological studies, confirms altered cortical oscillatory and synchrony 
patterns in cognitive, affective, and somatosensory areas in individuals with KOA pain.  Electroencephalography 
neurofeedback (EEG-NF) training is a form of neuromodulatory intervention that can help to reduce pain via 
normalizing dysrhythmic cortical oscillatory patterns that are linked to the pain experience.  However, there is a 
dearth of evidence towards the efficacy of NF in individuals with musculoskeletal pain.  Aim: The proposed 
research is intended to pilot the NF training protocol and assess the feasibility, safety, and acceptability of NF 
training in individuals with KOA and estimate the variability of experimental and clinical outcome measures 
following NF training.  Design: A parallel, two-armed, double-blind (participant and assessor) pilot randomized 
sham-controlled clinical trial.  Methods: Adults aged 44–75 years with a clinical diagnosis of KOA will be recruited 
and randomized to either active or sham EEG-NF training.  Both groups will receive auditory feedback as a 
reward for achieving a predetermined activity threshold of the target areas of the brain.  Outcome measures 
include feasibility measures (recruitment, randomization, retention, and dropout rates), acceptability, and adverse 
events; clinical measures (pain, interference, sleep, mood, and physical activity); and experimental pain 
outcomes (quantitative sensory testing procedures).  Discussion: Outcomes from this study will inform the 
feasibility and methodology for a future randomized controlled clinical trial.  
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Introduction 

 
Persistent pain is a significant contributor to disability 
in people living with knee osteoarthritis (KOA); a 

highly prevalent, chronic degenerative condition 
(Abbott, Usiskin, Wilson, Hansen, & Losina, 2017; 
Bajaj, Bajaj, Graven-Nielsen, & Arendt-Nielsen, 
2001).  Globally and in New Zealand, hip and knee 
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osteoarthritis is ranked as the 38th highest in 
disability-adjusted life years (DALYs) (Cross et al., 
2014; Deloitte Access Economics, 2018).  It is a 
significant burden with one in six New Zealanders 
affected by arthritis; 56% with the knee joint 
registering a higher incidence (approximately 7,000 in 
2013) than the hip or any other peripheral joints.  
 
The pathophysiology of pain due to OA changes are 
not fully elucidated; however, the primary triggers of 
nociception have been linked to synovial 
inflammation and bone marrow edema (Kidd, 2012).  
Central sensitization of pain is commonly associated 
with persistent musculoskeletal (MSK) pain including 
KOA (Woolf, 2011).  Studies utilizing quantitative 
sensory testing observed neuropathic pain-like 
symptoms (pain hypersensitivity) and dysfunctional 
conditioned pain modulation (i.e., impaired 
descending nociceptive modulation) in patients with 
KOA (Fingleton, Smart, Moloney, Fullen, & Doody, 
2015; Foucher, Chmell, & Courtney, 2019).  Such 
symptoms suggested abnormal nociceptive 
processing (i.e., central sensitization) within the 
central nervous system (Kidd, 2012; Lee, Nassikas, & 
Clauw, 2011; Lluch, Torres, Nijs, & Van Oosterwijck, 
2014; Martindale, Wilson, Reeve, Chessell, & 
Headley, 2007; Woolf, 2011).  Brain imaging studies 
demonstrate alterations in the structural and 
functional organizations within the cortical and 
subcortical networks in various persistent pain 
conditions (Cottam, Iwabuchi, Drabek, Reckziegel, & 
Auer, 2018; Gwilym et al., 2009; Parksl et al., 2011).  
Such alterations have been proposed as a key factor 
for the maintenance of persistent pain states 
(Pinheiro et al., 2016; Pujol et al., 2017). 
 
More recently, electroencephalography (EEG)-based 
investigations suggest that alterations in the 
oscillatory and synchrony of the cortical electrical 
activity patterns are associated with pain processing 
in patients with KOA (Howard et al., 2012; Ploner, 
Sorg, & Gross, 2017).  In particular, increased 
amplitudes in the theta and delta frequency bands, 
and a corresponding decrease in the alpha and beta 
amplitudes, in patients with hip OA have been 
demonstrated (Gram et al., 2017; Pujol et al., 2017).  
Notably, a recent study on pain sensitization in 
patients with KOA demonstrates the activation of key 
sensory areas (primary and secondary 
somatosensory cortex [SSC], the posterior insula, 
and thalamus) and the cognitive (e.g., prefrontal lobe) 
and emotional areas (anterior insula [AI], anterior 
cingulate cortex [ACC]) of the brain (Pujol et al., 
2017).  Particularly, the SSC, dorsal ACC (dACC), 
and pregenual ACC (pgACC) are linked to the 

effective functioning of the descending nociceptive 
modulatory system via activation of brainstem centers 
such as periaqueductal gray (PAG), and rostral 
ventromedial medulla (RVM) (Brown, El‐Deredy, & 
Jones, 2014; Osaka, Osaka, Morishita, Kondo, & 
Fukuyama, 2004; Tracey & Mantyh, 2007; Vanneste, 
Ost, Van Havenbergh, & De Ridder, 2017; Vogt, 
2005). 
 
Normalizing abnormal cortical electrical activities 
have been proposed as a treatment for pain (Brown 
et al., 2014; Ploner et al., 2017; Tracey & Mantyh, 
2007; Vanneste et al., 2017).  Neurofeedback (NF) is 
a form of noninvasive neuromodulatory technique 
developed for augmenting or reducing brain activity 
patterns that are linked to disease states (Gaume, 
Vialatte, Mora-Sánchez, Ramdani, & Vialatte, 2016; 
Hammond, 2011).  NF works under the principle of 
operant conditioning in which a goal-directed process 
of modulating one’s brain signals through feedback-
induced learning (Collura & Thatcher, 2011).  EEG-
NF is a technique designed to provide feedback on 
the real-time brain activity to individuals for controlling 
the activity of critical areas of the brain involved in a 
disease state.  NF treatment protocols can be 
designed either to upregulate or downregulate the 
oscillations at the targeted cortical networks.  Several 
studies have investigated the clinical effectiveness of 
EEG-based NF in various populations include 
headaches, complex regional pain syndromes 
(CRPS-1), chemotherapy-induced peripheral 
neuropathy (CIPN), central neuropathic pain in 
paraplegia, fibromyalgia, postoperative pain, and 
cancer pain (Gorini, Marzorati, Casiraghi, Spaggiari, 
& Pravettoni, 2015; Hassan, Fraser, Conway, Allan, 
& Vuckovic, 2015; Jensen, Grierson, Tracy-Smith, 
Bacigalupi, & Othmer, 2007; Prinsloo et al., 2018; 
Santoro & Cronan, 2014).  These studies generally 
used protocols to upregulate frequencies in the higher 
ranges (12–15 Hz) and inhibit theta (4–7 Hz) and high 
beta (22–30 Hz) for reducing pain severity (Santoro & 
Cronan, 2014).  Moreover, recent studies highlight 
the infraslow fluctuations (ISF) which are below 0.1 
Hz across brain areas and are linked with pain 
experience (Ploner et al., 2017).  Preclinical research 
highlights that the infraslow fluctuations (ISF) have 
the ability to influence higher oscillations at alpha and 
gamma frequency bands associated with persistent 
pain conditions (Mantini, Perrucci, Del Gratta, 
Romani, & Corbetta, 2007; Monto, Palva, Voipio, & 
Palva, 2008).  Infraslow fluctuation neurofeedback 
(ISF-NF) is a recent development in EEG-NF training, 
focusing on modulating slow-wave activity (0.0–0.1 
Hz).  Some potential therapeutic effects of ISF-NF 
have been established on food craving, targeting the 
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posterior cingulate cortex (PCC) of the brain (Leong 
et al., 2018).  
 
Pain modulation involves the dynamic interaction of a 
complex neuronal network of multiple functional 
areas of the brain.  This enhances a balance between 
the sensory discriminative, motivational affective, and 
descending hubs of pain neurophysiological network 
(Vanneste et al., 2017).  Various neurofeedback 
protocols have been established to target individual 
areas of the brain instead of targeting multiple areas 
of the brain.  We hypothesize that using a novel ISF-
NF protocol that can simultaneously downregulate 
the electrical activities of SSC, dACC and upregulate 
the pgACC could reduce both experimental and 
clinical pain measures in people with persistent KOA 
pain.  To date, no ISF-NF clinical trial has been 
performed for any MSK pain conditions.  Since the 
proposed ISF-NF training protocol is novel, a pilot 
testing of the protocol including assessing the 
feasibility, safety, and acceptability of ISF-NF training 
in individuals with KOA is warranted.  Therefore, the 
objectives of the study are: 
 

1. To pilot a novel ISF-NF training protocol 
targeting three key cortical areas associated with 
pain modulation in individuals with KOA. 

2. To assess the feasibility, safety, and 
acceptability of ISF-NF training in individuals 
with KOA.  

3. To estimate the variability of experimental and 
clinical outcome measures following ISF-NF 
training to inform the sample size of the fully 
powered randomized controlled trial (RCT). 

 
Methods 

 
Study Design  
This is a pilot RCT involving randomization, double-
blinding (participant and assessor), two-arm, parallel, 
sham-controlled trial.  A research administrator, not 
involved in any treatment or assessment procedures, 
will randomize eligible volunteers using an open-
access randomization software program, to receive 
either ISF-NF or sham ISF-NF.  Methodological 
descriptions of this study followed the CONSORT 
2010 checklist for reporting feasibility trial (Eldridge et 
al., 2016).  A well-structured description of the study 
intervention is summarized in Table 1 based on the 
TIDieR (Template for Intervention Description and 
Replication) guide (Hoffmann et al., 2014).  Ethical 
approval has been obtained from the Health & 
Disability Ethics Committee (HDEC), New Zealand 
(19CEN182) and the Ngāi Tahu Research 
Consultation Committee was consulted.  The trial has 
been registered with Australian New Zealand Clinical 
Trials Registry (ACTRN12620000273987). 
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                            

 
Table 1 
Description of ISF-NF intervention, as per the template for intervention description and replication. 

Item 
Number Item Description 

1 BRIEF NAME 
Provide the name or a phrase that 
describes the intervention. 

Neurofeedback training for Osteoarthritic Knee Pain  

2 WHY 
Describe any rationale, theory, or goal of 
the elements essential to the 
intervention. 

Patients with persistent KOA pain have demonstrated 
altered cortical neuronal higher frequency oscillations in 
pain neuromatrix that are associated with dysfunctional 
pain modulation.  ISF below 0.1 Hz across brain areas 
are capable of shaping the higher oscillations at alpha 
(8–12 Hz) and gamma (> 30 Hz) and expected to 
normalize neuronal oscillations.  Therefore, ISF-NF is 
believed to be an effective intervention to achieve 
normalization of altered cortical oscillations with 
persistent MSK pain, thereby improving 
clinical/experimental pain outcomes.  

http://www.neuroregulation.org/


Mathew et al. NeuroRegulation
  

 

 
33 | www.neuroregulation.org Vol. 7(1):30–44  2020 doi:10.15540/nr.7.1.30 
 

Item 
Number Item Description 

3 WHAT 
Materials: Describe any physical or 
informational materials used in the 
intervention, including those provided to 
participants or used in intervention 
delivery or training of intervention 
providers.  Provide information on where 
the materials can be accessed (e.g., 
online appendix, URL). 

An ISF-NF training program will be administered with a 
21-channel DC-coupled amplifier produced by 
BrainMaster Technologies, Inc.  An EEG cap with 
sensors (Ag/AgCl) will be fixed to the individual’s scalp, 
with reference electrodes placed at the mastoids.  

4 Procedures: Describe each of the 
procedures, activities, and/or processes 
used in the intervention, including any 
enabling or support activities. 

Participants will be asked to sit on a chair in an upright 
position with back supported and relaxed for 10 min.  
Both ISF-NF and sham ISF-NF will be implemented with 
a 21-channel DC-coupled amplifier produced by 
BrainMaster Technologies, Inc.  The Comby EEG lead 
cap with sensors (Ag/AgCl) will be fixed to the 
individual’s scalp, with reference electrodes placed at the 
mastoids.  The impedance of the active electrodes will 
be monitored through the amplifier and will be kept less 
than 5 k:.  Before the commencement of the training, 
participants will be instructed to close their eyes, relax, 
and listen to the sound being played.  The participants 
will also be emphasized to minimize eyeball movement, 
head and neck movements, swallowing, and clenching of 
teeth to avoid motion artifact in EEG.  A distinct tone will 
be played when the participant’s brain activity meets 
infraslow magnitude at the SSC, dACC, and pgACC.  
Conditions for the sham ISF-NF group will be exactly the 
same as ISF-NF group except the participants will 
receive feedback according to someone else’s 
prerecorded session. 

5 WHO PROVIDED 
For each category of intervention 
provider (e.g., psychologist, nursing 
assistant), describe their expertise, 
background, and any specific training 
given. 

A postgraduate student with a physiotherapy 
background; adequately trained to provide NF 
intervention.   

6 HOW 
Describe the modes of delivery (e.g., 
face to face or by some other 
mechanism, such as internet or 
telephone) of the intervention and 
whether it was provided individually or in 
a group. 

Each participant will receive face to face ISF-NF training. 

7 WHERE 
Describe the type(s) of location(s) where 
the intervention occurred, including any 
necessary infrastructure or relevant 
features. 

The intervention will be delivered in the School of 
Physiotherapy, University of Otago.  
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Item 

Number Item Description 

8 WHEN and HOW MUCH 
Describe the number of times the 
intervention was delivered and over 
what period of time including the number 
of sessions, their schedule, and their 
duration, intensity, or dose. 

All participants either in ISF-NF or sham ISF-NF will be 
required to attend nine sessions (30-min each; three 
sessions per week; 3 consecutive weeks) of training.  
Assessment of clinical and EEG outcomes will be carried 
out at two separate sessions of 90-min duration; baseline 
(S1) and immediately following the final treatment 
session (S11).  

9 TAILORING 
If the intervention was planned to be 
personalized, titrated, or adapted, then 
describe what, why, when, and how. 

Intervention is personalized.  All the participants will 
receive auditory feedback based on their real-time 
cortical activity recorded during the NF training.  If 
required, manual NF threshold adjustments will be done 
based on the real-time electrical activity of each 
participant, for each session. 

10 MODIFICATIONS 
If the intervention was modified during 
the course of the study, describe the 
changes (what, why, when, and how). 

Not applicable.  This is a protocol.  

11 HOW WELL 
Planned: If intervention adherence or 
fidelity was assessed, describe how and 
by whom, and if any strategies were 
used to maintain or improve fidelity, 
describe them. 

Intervention adherence will be maintained across each 
participant for every session; for both the groups.  All the 
participants will undergo nine sessions of NF training for 
30 min.  The NF program is default set for 30 min of 
training.  

12 Actual: If intervention adherence or 
fidelity was assessed, describe the 
extent to which the intervention was 
delivered as planned. 

Not applicable.  This is a protocol.  

 
 
Sampling and Recruitment Strategy 
Convenience sampling technique will be used to 
recruit participants from the Dunedin community.  
Periodic advertising in newspapers and social 
networking sites, including emails to the staff of the 
University of Otago, will be carried out.  Patients 
attending primary care medical or physiotherapy 
practices will be invited to participate in the study.  
Interested volunteers will contact the primary 
researcher via telephone or e-mail for screening and 
participation.  Figure 1 represents a detailed study 
flow chart.  

Sample Size Estimation 
Since this is a pilot/feasibility study, sample size was 
not determined.   
 
Participants 
Adults aged 44–75 years, with a clinical diagnosis of 
KOA; with pain (at least ≥ 4 on an 11-point numerical 
rating scale) for a minimum duration of 3 months will 
be eligible to participate in the study (Bartley et al., 
2016; Fingleton et al., 2015; Goggins, Baker, & 
Felson, 2005).  
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The participants will be excluded if they have one of 
the following situations or conditions: (1) underwent 
surgery or other invasive procedures in the last 6 
months and any surgical procedures scheduled within 
8 weeks after screening; (2) undertaken any steroid 
injections to the knee joint in the past 3 months or on 
oral steroids in the previous month; (3) current intake 
of centrally acting medications (e.g., antidepressants, 
anticonvulsants, neuropathic pain drugs) or intention 
of taking new medications in the next 8 weeks; (4) 
neurological conditions or diseases (brain, spinal cord 
or peripheral nerve injuries, radiculopathy, and 
neuropathies); (5) soft tissue injuries of the knee (e.g.,  
meniscus, muscle, tendon, or ligament injury) in the 

last 3 months; (6) cognitive impairments (dementia, 
posttraumatic stress disorders, Alzheimer’s disease); 
(7) difficulty or inability to read or understand English, 
or provide informed consent: (8) hearing problems 
(hearing loss, tinnitus) and ear infections; (9) 
pregnancy or 6 months postlabor.  
 
Confirmative Screening 
A paper-based Mini-Mental State Examination 
(MMSE) will be carried out for screening volunteers 
with cognitive impairments.  The maximum MMSE is 
scored out of 30 points, and volunteers scoring a total 
score of 24 or below will be excluded from the study 
(Mani, Adhia, Leong, Vanneste, & De Ridder, 2019; 

Advertisement  
 

Screening via telephone or electronic  
questionnaire via email 

Informed consent form and  
baseline measurements 

Group allocation 

Active-NF group Sham-NF group 

9 sessions of active-NF training 
(3 sessions/week for 3 consecutive weeks) 

 

9 sessions of sham-NF training 
(3 sessions/week for 3 consecutive weeks) 

Repeat baseline measures 
 

Follow-up (via telephone) 
 

Disclosure of group 
 

Option of continuing real-NF training  
for the next 9 sessions 

 

Repeat baseline measures  
 

Follow-up (via telephone) 
 

Not eligible  
 

Failed to randomization 
 

Not interested 
 

Figure 1. Diagram of participant flow for the study 

http://www.neuroregulation.org/


Mathew et al. NeuroRegulation
  

 

 
36 | www.neuroregulation.org Vol. 7(1):30–44  2020 doi:10.15540/nr.7.1.30 
 

Pottie et al., 2016).  Written consent will be obtained 
from the eligible participants.  Eligible participants will 
be required to attend nine sessions (30 min; three 
sessions/week) of NF treatment (Leong et al., 2018) 
at the School of Physiotherapy and two 90-min 
sessions for undergoing baseline (S1) and 
postintervention assessments (S11).  Participants will 
require to refrain from alcohol and caffeinated drinks 
for 24 hours prior and from food and drinks for at least 
one hour respectively, prior to any assessment 
sessions (Jobert et al., 2012). 
 
Baseline Assessment  
Participants will complete questionnaires including 
demographics and general health-related 
information.  Assessment of resting-state EEG and 
the clinical and experimental pain outcomes will be 
conducted by an independent researcher, blinded to 
group allocation.  Resting-state EEG will be recorded 
using Mitsar EEG system with WinEEG software.  
The recording will be done for 10 min with 
participants' eyes closed, and the participants will be 
instructed to avoid any facial movements, head and 
neck movements, and swallowing to minimize 
potential artifact in the EEG recordings.  At the 
baseline assessment, the following constructs will be 
measured using validated questionnaires.  
 
Neuropathic Pain Component.  The painDETECT 
questionnaire (PD-Q) will be used to identify the 
presence of a neuropathic pain component in their 
knee.  The chosen tool was found to have the face 
and content validity for use in older individuals with 
KOA.  The questionnaire consists of 12 items that 
measure pain quality rated on a 5-point Likert scale 
(1 = never to 5 = very strongly), pain radiation from 
the primary area of pain (yes or no), and pain course 
pattern (scored from −1 to 2).  The total score ranges 
from −1 to 38 points with a score of ≥ 19 indicative of 
a likely neuropathic pain (≤ 12: nociceptive pain and 
13–18: possible neuropathic pain component [or 
mixed type]; Freynhagen, Tölle, Gockel, & Baron, 
2016; Mani et al., 2019).  
 
Sleep.  Sleep disturbance and quality will be 
measured using the Pittsburgh Sleep Quality Index 
(PSQI), a valid and reliable index for evaluating sleep 
quality in patients with arthritis.  The PSQI consists of 
seven components: subjective sleep quality (one 
item), sleep latency (two items), sleep duration (one 
item), habitual sleep efficiency (three items), sleep 
disturbances (nine items), use of sleeping 
medications (one item), and daytime dysfunction (two 
items).  The response options vary with different 
items.  The overall score range is 0 to 21 points, with 

higher scores indicating better sleep quality (Omachi, 
2011). 
 
Coping Strategies.  A brief version (14 items) of the 
Coping Strategies Questionnaire (CSQ) will be used 
to score various pain coping strategies used by the 
participant.  A 14-item scale is scored on a 0 to 6 
scale, representing the frequency of seven pain 
coping strategies (adaptive strategies: Diverting 
Attention, Reinterpreting Pain Sensations, Ignoring 
Sensations, Coping Self-Statements, Increased 
Behavioral Activities; maladaptive strategies: 
Catastrophizing, Praying and Hoping). CSQ is 
considered to be a valid and reliable toot to use in 
KOA (Alschuler, Molton, Jensen, & Riddle, 2013). 
 
Fears and Beliefs.  The fear and beliefs concerning 
knee OA will be recorded on an 11-item Knee 
Osteoarthritis Fears and Beliefs Questionnaire 
(KOFBeQ) using a 10-point Likert scale (0 = totally 
agree to 9 = totally disagree).  Higher scores indicate 
substantial fears and beliefs.  KOFBeQ has 
demonstrated good test–retest reliability with an ICC 
of 0.81 (Benhamou et al., 2013). 
 
Brief Resilience Scale (BRS).  BRS is a six-item 
reliable and valid measure of one’s ability to bounce 
back from stress.  The BRS is scored by reverse 
coding items 2, 4, and 6 and finding the mean of the 
six items.  The following instructions are used to 
administer the scale: “Please indicate the extent to 
which you agree with each of the following statements 
by using the following scale: 1 = strongly disagree, 2 
= disagree, 3 = neutral, 4 = agree, 5 = strongly agree” 
(Windle, Bennett, & Noyes, 2011). 
 
Self-efficacy.  A two-item Pain Self-Efficacy (PSE) 
scale will be used to rate the confidence of the 
participant on a 7-point scale, with 0 = not at all 
confident and 6 = completely confident (Nicholas, 
2007).  
 
Pain Catastrophizing Scale (PCS).  The PCS will be 
used to measure the extent of catastrophic thoughts 
about the pain.  The tool consists of 13 items rated on 
a 5-point Likert scale that measures three dimensions 
of catastrophizing; rumination, magnification, and 
helplessness.  The total score ranges from 0 to 52, 
where higher scores indicate greater levels of 
catastrophic thoughts about pain (Severeijns, 
Vlaeyen, van den Hout, & Weber, 2001). 
 
Depression, Stress, and Anxiety.  A 21-item 
Depression, Anxiety, and Stress Scale (DASS-21) will 
be used to measure three psychological constructs: 
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depression, anxiety, and stress over the past week.  
The items will be rated on a 4-point Likert scale, with 
a higher score indicating higher levels of depression, 
anxiety, and stress (Wood, Nicholas, Blyth, Asghari, 
& Gibson, 2010).  
 
Central Sensitization.  Symptoms of central 
sensitization will be evaluated by using Central 
Sensitization Inventory (CSI) questionnaire.  The CSI 
consists of two parts—part A assesses 25 health-
related symptoms common to central sensitivity 
syndromes, with a total score ranging from 0 to 100, 
and part B (is not scored) asks about previous 
diagnoses of one or more specific disorders, including 
central sensitivity syndromes (Mani et al., 2019). 
 
Level of Motivation.  The level of motivation with the 
training will be measured using an adapted version of 
the Questionnaire for Current Motivation-Brain 
Commuter Interference (QCM-BCI) recorded on a 7-
point Likert scale.  Participants will rate items that 
assess four different components of motivation: 
(1) mastery confidence, which indicates how much 
confidence a participant had that the training would 
be successful, (2) fear of incompetence, which 
indicates how much a participant feared to fail in the 
training, (3) interest, which indicates how interested 
the participant was in the training, and (4) challenge, 
which indicates how challenging the participant 
considered the training.  The tool holds acceptable 
psychometric characteristics and widely used in BCI-
incorporated research.  
 
The following constructs will be measured at every 
training session.  
 
Mood.  The mood of the participant will be measured 
before every NF session using a single item of Brief 
Mood Introspection Scale (BMIS).  The overall mood 
of the participant will be rated on a 21-point numeric 
scale, with 0 being in the center. Marking of 0–10 
towards right-hand side rates very pleasant and 0–10 
towards left-hand side rates very unpleasant.  
Cronbach's alpha reliabilities of BMIS range from 0.76 
to 0.83, which was deemed to be quite satisfactory.  
The scale was also found to have good factor validity 
(Kokkonen & Pulkkinen, 2001; Mayer & Gaschke, 
1988).  
 
Visual Analogue Scale (VAS) Motivation.  
Participants will be asked to indicate their motivation 
on a 10 cm long horizontal line (0 = extremely 
unmotivated and 10 = extremely motivated) prior to 
every NF session (Kleih & Kubler, 2013; Kleih et al., 
2011).  

Level of Engagement.  The level of engagement with 
the NF training session will be recorded from each 
participant on a 10-point Likert scale after every NF 
session, where 1 = least engaged and 10 = highly 
engaged.  
 
Randomization and Allocation Concealment 
On the day of eligibility confirmation, a research 
administrator will randomize eligible volunteers using 
an open-access randomization software program, to 
receive either ISF-NF or sham ISF-NF.  In order to 
ascertain an equal number of participants in both 
groups and decrease allocation bias, the concealed 
allocation will be done using block randomization.  
The administrator will prepare opaque sealed 
randomization envelopes containing the information 
for the participant regarding the allocation group and 
details.  The envelope will be given to the participant 
by the assessor after the completion of the baseline 
assessment.  Both the participants and the outcome 
assessor will be blinded to the group allocation.  
 
Interventions 
During each session, participants will be asked to sit 
on a chair with back supported and relaxed for 10 min, 
which allows the trainer to prepare the participant for 
NF training.  Both ISF-NF and sham ISF-NF will be 
administered using a 21-channel DC-coupled 
amplifier produced by BrainMaster Technologies, Inc.  
The Comby EEG lead cap with sensors (Ag/AgCl) will 
be fixed to the individual’s scalp, with reference 
electrodes placed at the mastoids (Leong et al., 2018; 
Figure 2).   
 

 
 Figure 2 Intervention setup 
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The impedance of the active electrodes will be 
monitored and kept below 5 k:.  The participants will 
also be emphasized to minimize eyeball movement, 
head and neck movements, swallowing, and 
clenching of teeth to minimize motion artifact in EEG.  
 
ISNF-NF Groups  
Participants will be instructed to close their eyes, 
relax, and listen to the sound being played.  A distinct 
tone will be played when the participant’s brain 
activity meets ISF (0.0–0.1 Hz) magnitude (threshold) 
at the following cortical areas of the brain defined as 
regions of interest (ROI): SSC, dACC, and pgACC.  
The brain regions are chosen based on brain imaging 
studies on KOA and previous NF studies (Gram et al., 
2017; Gwilym et al., 2009; Howard et al., 2012; Ploner 
et al., 2017; Pujol et al., 2017; Vogt, 2005).  For the 
purpose of this study, the authors developed an ISF-
NF program to down-train SSC and dACC activity, 
simultaneously with the up-training of pgACC.  Efforts 
will be made to keep the reward threshold in real-time 
between 60% and 80%. In other words, for 60% to 
80% of the time, a sound will be played (reward) when 
the participant's brain activity meets the infraslow 
magnitude (threshold).  The chosen 60% to 80% 
reinforcement schedule for this study was decided 
based on the insights from our previous study (Leong 
et al., 2018) and the author’s clinical experience.  
Reaching a predetermined threshold brain activity 
(activities) is a response and the reinforcement to 
reach the threshold is the auditory stimulus.  The 
auditory stimulus will be delivered within 30 
milliseconds when the activity threshold is met 
(upregulation of pgACC and downregulation of SSC 
and dACC).  However, further improvement in the 
response would be dependent on how the participant 
responds to the reinforcement. 
 
Standardized low-resolution brain electromagnetic 
tomography (sLORETA) source localization permits 
the section of any region of the brain for feedback on 
the current density (Vanneste, Joos, Ost, & De 
Ridder, 2018).  A center voxel for each ROI is given 
in Table 2; where dACC and pgACC are designer 
ROIs and SSC ROI is made up of Brodmann areas 1, 
2, 3, and 5, as defined by the Montreal Neurological 
Institute (MNI) coordinate database (Fuchs, Kastner, 
Wagner, Hawes, & Ebersole, 2002; Jurcak, Tsuzuki, 
& Dan, 2007). 
 
 
 

Table 2 
Centre voxel coordinates for the somatosensory 
cortex (SSC), pregenual anterior cingulate cortex 
(pgACC), and dorsal anterior cingulate cortex 
(dACC). 

 X Y Z 

SSC    

Right 53 −22 49 

Left −53 −22 49 

pgACC    

Right 4 41 36 

Left −4 41 36 

dACC    

Right 4 6 38 

Left −4 6 38 
  
 
Sham ISF-NF Group 
Conditions for the sham ISF-NF group will be the 
same as ISF-NF group except the participants will 
receive feedback according to someone else’s 
prerecorded session.  To ensure this, we have trained 
healthy participants with an active NF program for 
nine sessions, and we captured the feedback sound 
using Audacity software, which is a free and open-
source digital audio editor and recording application 
(Maheshkumar, Dilara, Maruthy, & Sundareswaren, 
2016).  Participants in the sham ISF-NF will be 
prepared as same as ISF-NF group, and they will 
receive these prerecorded feedback sounds.  This 
process has been incorporated in order to record the 
real-time EEG of the participants undergoing NF 
training in the sham group.  The Audacity software 
uses the computer’s sound card as an audio to digital 
(A/D) converter and eliminates the additional 
requirement of an external microprocessor 
(Maheshkumar et al., 2016).  The software has many 
offline editing options which could be used to draw the 
precise percent success of the participant during the 
training and average time of the feedback received by 
the participant during each training.  The prerecorded 
signals will be selected randomly by the chit method 
form a set of nine files. 
 
  

http://www.neuroregulation.org/


Mathew et al. NeuroRegulation
  

 

 
39 | www.neuroregulation.org Vol. 7(1):30–44  2020 doi:10.15540/nr.7.1.30 
 

Outcome Measures 
 

Primary Outcomes  
The primary outcomes are feasibility measures and 
adverse events (Bowen et al., 2009; Tickle-Degnen, 
2013).  Feasibility outcomes from this trial include (1) 
recruitment rate (number of participants attending 
screening assessment), (2) randomization rate (a 
ratio of the number of participants willing to be 
randomized into the trial from amongst those eligible 
will be expressed), (3) retention rate (number of 
sessions attended by the participant), and (4) dropout 
rate (number of dropouts in each group).  An adverse 
effect is described as any harmful sign, or symptom 
resulting from the trial, which could reasonably be 
related to the procedure.  Although EEG-NF is a safe 
technique, participants will be asked about any 
adverse effects experienced from the previous 
session at each visit.  All the participants will be 
instructed to complete a Discontinuation-Emergent 
Sign and Symptom (DESS) inventory.  The DESS is 
a checklist of 43 symptoms, consisting of emotional, 
behavioral, cognitive, and physical conditions that 
can be considered possible side effects from NF 
training.  The participant will report the worsening of 
side effects compared to the status prior to the first 
session.  They will report “1” if the side effect 
worsened or a “0” if there is no change in the 
symptom (Rogel et al., 2015).  All the participants will 
be asked, “Which condition do you think you 
received?’’ at the end of the third training session 
every week (Leong et al., 2018).  Acceptability of the 
NF training as an intervention will be measured in the 
follow-up assessment (Sekhon, Cartwright, & 
Francis, 2017).  
 
Secondary Clinical Outcome Measures  
The following pain, function, psychological, social, 
and behavioral constructs will be collected using 
validated questionnaires by a researcher blinded to 
the groups.  The multidimensional constructs were 
chosen based on the biopsychosocial model of pain 
literature.  
 
Pain Intensity and Interference.  Brief Pain 
Inventory (BPI) is a valid and reliable questionnaire 
developed to measure the severity of pain and the 
impact (interference) of pain on daily functions.  BPI 
includes three pain severity items (pain worst, pain 
average, and pain now) and the seven interference 
items (how pain interferes with activity, mood, 
relations with others, walking ability, work, enjoyment 
of life, and sleep) rated on an 11-point (0 to 10) 
numeric scale (Keller et al., 2004; Mendoza, Mayne, 
Rublee, & Cleeland, 2006).  

Pain Unpleasantness.  (Affective component) will be 
measured using an 11-point VAS-unpleasantness 
scale, with 0 = not at all pleasant and 10 = most 
unpleasant imaginable (Price, Bush, Long, & Harkins, 
1994; Starr et al., 2011). 
 
Pain Bothersomeness.  Participants will be asked 
about the bothersomeness of their knee pain with a 
categorical question: 
 

“In the last one week, how bothersome has your 
knee pain been?’’ 
  
“In the last 24 hours, how bothersome has your 
knee pain been?’’  

 
Here will be five possible responses: not at all, 
slightly, moderately, very much, and extremely.  The 
bothersome domain is modified and incorporated 
from outcome measures in low back pain (Dunn & 
Croft, 2005; Price, McGrath, Rafii, & Buckingham, 
1983). 
 
Physical Function, Physical Activity, and 
Participation.  Knee injury and Osteoarthritis 
Outcome Score (KOOS) is a 42-item self-reported 
questionnaire that has five reported dimensions: pain 
(9 items), other symptoms (7 items), function in daily 
living (17 items), function in sport and recreation (5 
items), and knee-related quality of life (4 items).  The 
scoring system of the KOOS utilizes a 5-point Likert 
scale, with anchors of zero (no problems) to 4 
(extreme problems).  Scores are transformed to a 0 
to 100 scale, with zero representing extreme knee 
problems and 100 representing no knee problems.  
This transformed score is calculated using the 
following formula: 100 − [(actual raw score × 100) / 
possible raw score range].  KOOS holds clinically 
acceptable psychometric properties (Peer & Lane, 
2013).  Physical activity levels, sedentary behaviour, 
and social participation will be captured using 
validated questionnaires.  
 
Physical Performance Measure.  Based on the 
Osteoarthritis Research Society International 
(OARSI) recommendations a 30-s chair stand test will 
be performed for every participant.  The maximum 
number of chair stand repetitions possible in a 30-s 
period will be noted (Dobson et al., 2013).  
 
Experimental Pain Outcomes Measures 
The following quantitative sensory testing (QST), and 
activity-related pain protocols including tactile acuity 
and body schema assessments will be performed.  All 
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these experimental pain and sensory outcomes will 
be measured in S1 and S11. 
 
Pressure Pain Threshold (PPT).  A computerized 
algometer (AlgoMed; Medoc Ramat Yishai, Israel) will 
be used for measuring PPT at the most symptomatic 
region over the symptomatic knee and over the dorsal 
distal forearm.  Two familiarization trials will be 
performed at the mid-forearm before the formal trials.  
The 1-cm2 algometer probe will be pressed over the 
marked test sites perpendicularly to the skin at a rate 
of 30 kPa/s.  The participants will be instructed to 
press the algometer trigger button in the patient 
control unit when the pressure sensation changed to 
first sensation of pain.  PPT will be measured thrice 
at each location and the mean of three 
measurements will be used for the analysis.  
Familiarization trial will be carried out on the forearm 
of the participant (Rolke et al., 2006).  
 
Mechanical Temporal Summation (MTS).  MTS will 
be assessed using a nylon monofilament (Semmens 
monofilament 6.65, 300 g) at the patella of the index 
knee and the back of the ipsilateral hand, in 
randomized order.  Participants will be instructed to 
provide a verbal 0–100 (NRS) rating of pain following 
a single contact of the monofilament on the test site.  
Subsequently, participants will be instructed to 
provide another 0–100 rating of their highest pain 
intensity experience following a series of 10 contacts 
with an interstimulus interval (ISI) of 1 s (one contact 
per second).  This procedure will be repeated thrice 
at each anatomical location.  For each trial, MTS will 
be calculated as the difference between the NRS 
rating after the first contact and the highest pain rating 
after the 10th contact.  An average of the three trials 
will be taken for pain rating, with a positive score 
indicating an increase in MTS (Goodin et al., 2014; 
Mani et al., 2019).  
 
Conditioned Pain Modulation (CPM).  Studies have 
demonstrated disruption of descending pain inhibition 
in individuals with persistent OA pain.  Conditioned 
pain modulation (CPM) is a method of examining pain 
inhibitory mechanisms, by applying a noxious 
stimulus at a remote site, that causes inhibition of pain 
at the affected knee.  Recent recommendations on 
the practice of CPM testing will be followed after 15 to 
20 minutes of MTS procedure.  Suprathreshold 
(pain40) PPT will be measured at the painful knee 
using a 1 cm2 probe, applied at a rate of 30 kP/s until 
the participant reported a change from the pressure 
to a pain intensity of 40 out of 100 on the NRS.  The 
pressure threshold at which the subject reported pain 
will be recorded and the average PPT from three trials 

will be calculated, with a 30-s time interval between 
trials.  CPM will be established using a cold pressor 
test on the contralateral hand of the painful knee.  The 
participant will be instructed to immerse their hand up 
to the wrist crease in a circulated cold water bath, 
maintained at the temperature at ~6 ± 1°C, for a 
maximum period of 2 minutes.  The participant will 
report their pain intensity on NRS during immersion 
(every 15 s) and immediately after removing the hand 
from the cold bath.  Total immersion time will be 
recorded.  Three PPT (P40) trails will be measured at 
30, 60, and 90 seconds after immersing the hand.  A 
percentage score will be established for each time 
point of CPM measurement with a positive score 
indicating an increase in PPTs (pain4) after the 
conditioning stimulus and thus presence of CPM 
effect (Lewis, Luke, Rice Rome, & McNair, 2012; 
Mani et al., 2019; Nir & Yarnitsky, 2015; Yarnitsky et 
al., 2015).  Participants with cardiovascular 
conditions, cold-sensitive conditions, and peripheral 
vascular diseases (PVD), involving the extremities 
will refrain from CPM testing. 
 
Cold Hyperalgesia.  Sensitivity to cold will be tested 
by massaging the knee area with an ice cube, for 30 
s.  Following, the participants will be asked to rate 
their pain on a 100 mm pain VAS, with 0 mm 
indicative of no pain at all and 100 mm indicative of 
the worst pain imaginable (Tilley & Bisset, 2017).  
 
Vibration Detection Threshold (VDT).  Ability to 
detect vibration will be tested using a tuning fork 
(64 Hz, 8/8 scale) placed on the medial tibial condyle 
with suprathreshold vibration intensity and kept there 
until the participant could no longer feel the vibration.  
On a 0 to 8 scale measuring the intensity of vibration, 
with high intensity indicating high sensitivity.  The 
VDT will be determined as the arithmetic mean of 
three consecutive measurements (Jakorinne, 
Haanpää, & Arokoski, 2018; Panosyan, Mountain, 
Reilly, Shy, & Herrmann, 2016).  
 
Tactile Acuity.  Repeated light touches of a blunt tip 
plastic caliper tool, increasing and decreasing the 
distance (in mm) of two points to determine the two-
point discrimination threshold (TPD).  TPD is defined 
as the shortest distance between caliper points at 
which the participant could clearly detect two points 
instead of one.  TPD will be measured 2 cm medial of 
the medial border of the patella (using the tibiofemoral 
joint line as a reference point; Stanton et al., 2013). 
 
Body Part Recognition Task.  An iPad/tablet 
application (Recognise) will be used to record the 
performance accuracy on determining the left and 
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right judgment of the image (a body part) appears on 
the screen.  Participants will be required to perform 
the task as quickly and as accurately as possible.  
Accuracy of the judgment will be computed in 
percentage and will be generated by the software, 
with three trials (Stanton et al., 2013). 
 
Sensitivity to Physical Activity (SPA).  Literature 
has highlighted the importance of activity-related pain 
among individuals suffering from KOA.  Commonly, 
the SPA is associated with weight-bearing activities 
like walking and stair climbing.  A 6-min walk test 
(6MWT) will be performed to evaluate the level of 
knee discomfort on a 0 (no discomfort) to 100 
(extreme discomfort) numeric scale.  This is believed 
to capture a wider range of unpleasant activity related 
to sensation, not limited to pain sensation.  
Participants will be instructed to cover as many laps 
as they can walk in 6 min.  Participants will be asked 
to rate their discomfort seven times in relation to each 
walking task, once immediately before the task and 
once after each minute of walking.  An index of SPA 
will be calculated by subtracting participants’ first 
ratings from their peak ratings for each trial (S1 and 
S11).  SPA scores will then be averaged across both 
trials (Wideman et al., 2014).  
 
Follow-up  
All the participants will be contacted by phone call or 
email (mode preferred by the participant) after 2 
weeks of the final assessment and pain intensity 
(BPI), pain bothersomeness, pain unpleasantness 
(VAS) and status with the adverse events (if any on 
DESS) will be recorded.  
 

Data Analysis 
 
Feasibility, acceptability, and adverse events over the 
NF will be summarized descriptively.  Means and 
standard deviations (or medians) of the clinical (pain 
and function) and experimental outcome measures 
(PPT, MTS, CPM) for each group will be derived. 
 
Standardized low-resolution brain electromagnetic 
tomography (sLORETA) software will be used to 
perform a voxel-by-voxel analysis (comprising 6239 
voxels) for the different frequency bands of the 
current density distribution to identify potential 
differences in brain electrical activity.  Nonparametric 
statistical analyses of functional sLORETA images 
(statistical nonparametric mapping: SnPM) will be 
performed for each contrast using sLORETA’s built-
in voxel-wise randomization tests (5,000 
permutations) and employing a log-F-ratio statistic for 
independent groups with a threshold p < .05 to 

compute the cortical three-dimensional distribution of 
current density (Leong el al., 2018; Tanaka et al., 
2019).  Current density, power to power nesting, 
whole brain analysis, and functional connectivity will 
be established based on the data availability.  
 

Discussion 
 
This study will pilot test the novel ISF-NF training 
protocol and assess the feasibility of conducting a 
randomized sham-controlled clinical trial using the 
novel ISF-NF training protocol targeting multiple 
areas of the brain in people with chronic KOA pain.  
To our knowledge, for the first time, this study will use 
the ISF frequency range for influencing higher 
frequency cortical oscillations in the brain areas 
associated with pain modulation.  The results of this 
pilot RCT will provide feasibility and safety data 
including the level of acceptability of NF intervention 
by study participants.  Such data will be used to 
design a definitive randomized controlled clinical trial.  
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Abstract 

This report describes and briefly characterizes a method for computing quantitative EEG (qEEG) z-scores based 
on a modification of the typical methods used for qEEG reporting.  In particular, it describes using a sample of 
EEG from a single individual, and creating a reference database from the individual sample, in contrast to using 
a population of individuals as the source data.  The goal of this method is to quantify and localize within-subject 
changes that may arise due to time or various factors.  We refer to this approach as “z-builder,” because the 
z-score reference is constructed or “built” on a per-subject basis in the office or laboratory and is not derived from 
a reference obtained from an outside source.  It is confirmed that z-scores for EEG acquired during a test period 
can be calculated based on a single previously recorded reference sample from an individual, and that the 
resulting z-scores obey the expected statistical distribution.  Reference data can be calculated using samples in 
the 1- to 5-minute range, and subsequent static or dynamic z-scores for a test sample can then be computed 
using this reference data in lieu of a population database.  It is confirmed that, in the absence of systematic 
change in the EEG, z-scores generally fall well within the range of r1.0, providing a sensitive indicator when 
changes do occur.  It is shown that this method has value in assessing individual stability of EEG parameters 
and for quantifying changes that may occur due to time effects, aging, disorders, medications, or interventions. 
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Introduction 

 
Z-builder is a method of producing z-scores based 
upon a reference that is computed from a single 
sample of EEG.  The sample can be any length.  The 
method operates in the same manner that would be 
used to estimate z-scores from a population of 
samples, except that it is based on a single sample of 
EEG from one individual, typically 1 to 3 minutes in 
length.  The resulting norms consist of within-subject 
means and standard deviations for specified metrics, 
which are used in place of the typical “normative” 
samples arising from population-based databases 
(Collura, 2014). 
 
In conventional normative databases, mean values 
for designated metrics are computed for each 

individual, and then the individual mean values for 
each subject are combined to produce a population 
statistic, consisting of the population mean and the 
population standard deviation.  This includes only one 
source of variance, that of the difference between 
individual mean values.  The z-scores resulting from 
such an analysis are referred to as “population-static” 
z-scores.   
 
Alternatively, the within-subject variation can be 
included in the analysis, providing a wider standard 
deviation for the z-score calculations.  When 
instantaneous variation is introduced, the result is 
what is referred to as “population-dynamic” z-scores.  
The resulting z-scores are typically smaller in 
absolute value, for reasons explained by Thatcher 
(2008) and explained further below.  To date, EEG 
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mapping for assessment has been typically done 
using population-static z-scores, and EEG 
neurofeedback using live z-scores has used 
population-dynamic z-scores.  In both cases, 
population means and standard deviations are being 
used as the references.  This raises fundamental 
concerns when it is recognized that individuals are 
unique and that using a population-based statistic has 
the undesirable result of causing every subject to be 

compared to a group, raising concerns about the 
validity of these measurements. 
 
When the distributions of individual and population 
metrics are compared, this aspect can be clarified.  
Figure 1 shows the relationship between static and 
dynamic metrics, and the resulting distributions and 
computed means and standard deviations. 

 

 
Figure 1. Live vs. Static Z-Scores. Example of dynamic values of a component metric (log magnitude) for 
three example individuals (left) and resulting statistical distribution ranges (right).  Three individuals (red, 
green, blue) have unique means and standard deviations, which when combined, produce the population 
statistic.  Population ranges can incorporate individual mean values (static), or individual variation as well 
(dynamic). 

 
 
In existing live z-score methods, instantaneous 
z-scores are compared to a reference that is typically 
derived from a population.  If the reference consists 
of static norms, then the z-scores will reflect how the 
instantaneous EEG compares to the mean value of a 
population, using the population variation as the 
standard deviation.  This shows z-scores that, on 
average, will match the values shown in summary 
maps, also made from a static database.  When a 
dynamic reference is used, the individual variation 

within sessions is added to the standard deviation 
using an appropriate formula.  In this case the 
instantaneous z-scores reflect the deviation from the 
full variation within the population, so that z-scores 
are smaller in absolute value.  In both cases, 
however, the target mean values are the same.  It is  
only the variability that differs.  This means that “z = 
0” has the same value in both cases. 
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Because the averaging process is a linear operation, 
it follows that if you take one mean value from each 
individual and compute a group mean, the result will 
be the same as if you were to individually include all 
the instantaneous data into one huge sample and 
average it.  The resulting average value is the same 
for both approaches.  As long as the averaging occurs 
before conversion to a z-score, this equivalence will 
be ensured.  As a result, even when it is intended to 
use dynamic z-scores for training, the target values 
reflect population means.  Thus, each subject is being 
rewarded for having an EEG more similar to one’s 
peers, which is not a truly individualized approach.  
This realization has likely held back acceptance of 
qEEG and z-score neurofeedback for practitioners 
who object to having clients assessed and/or trained 
against a group statistic.  If target means and 
standard deviations can be determined that more 
specifically reflect the individual’s characteristics, 
then assessment and neurofeedback can be 
individualized to each client. 
 
When using the z-builder approach, the reference 
means and standard deviations are derived entirely 
from one individual, and the variability is strictly 
across time, not across individuals.  In other words, 
the approach described here uses exclusively the 
EEG data from the individual subject, and no across-
subject data are used in the process.  While this is 
conceptually different from using z-scores for 
population statistics, the mathematical formalism is 
the same.  When applied to these measurements, the 
intent is not to make a decision related to some 
population.  Rather, it is to determine the typical 
amount of variation in the repeated measures, to 
estimate noise and to test the null hypothesis, which 
in this case is that there is no change in the readings 
across time.  This approach has the further benefit of 
directly answering the question “how stable are the 
data?” which is fundamental to the concept of the 
repeatability of qEEG-based measurements.  As 
pointed out by Messick (1998), the validity of an 
approach does not depend on the properties of the 
measurement, but rather on the inferences that are 
made from the measurement.  In this case, the 
inferences are whether a process is quantifiable and 
stable, what is the variability, and can we test the 
hypothesis that “something happened.” 
 
The key assumption for a z-score to be valid is that 
the reference sample and the computation methods 
ensure that the reference has a Gaussian (normal) 
distribution.  The Gaussianity of single-subject 
statistics is demonstrated below.  This method makes 
use of the concept of “repeated measurements,” 

which has been used and characterized primarily in 
the field of analytic chemistry (Miller & Miller, 2016).  
In such applications, repeated measurements are 
used to reveal the presence of random errors as well 
as to quantify changes in time.  Coming from the 
analog world, this method produces a number of 
samples from a theoretically infinite number of 
measurements we could make, and the set of all 
measurements is then considered to be the 
“population.”  In the present case, we both estimate 
the variability of the metrics of interest and also 
provide a statistical means of detecting statistically 
significant changes in the within-subject design.  We 
shall see that if we take measurements rapidly, the 
mean and standard deviations of our measurements 
will converge to correct values, and that the concepts 
of sample independence and degrees of freedom are 
not applied to this model. 
 
While it may be a useful assumption that the samples 
are independent, it is not relevant in a repeated-
measurement design.  What matters is simply how 
fast the parameters are changing, how fast we can 
measure them, and what is the standard error across 
time.  Indeed, when constructing a dynamic norm, the 
samples that run across the session are not 
necessarily independent, since they come from 
repeated measurements from the same system.  This 
time-dependent source of variability is used in z-
builder to establish reference norms, and to compute 
z-scores for both assessment and for live 
neurofeedback purposes.  Moreover, if there is a 
concern with regard to independence of successive 
samples when using z-builder, then that same 
concern would exist for any dynamic z-score 
reference that includes within-subject variation, 
including those used for many years.  It is true, 
however, that in choosing the recording length and 
epoch size, attention must be paid to the choice of 
reasonable values.  For example, the use of many 
small epochs does not necessarily increase the 
degrees of freedom, so that taking, for example, 
estimates 10 times per second and claiming 600 
degrees of freedom in a 1-min sample would not be 
reasonable.  We therefore dispense with the concepts 
of sample independence and degrees of freedom in 
this design.  In order to help ameliorate this concern, 
we use a consistent sampling rate and computation 
rate of 256 per second, using the quadrature digital 
filters, throughout this work. 
 
In order to justify the use of a digital filter (a form of 
real-time filtering) in lieu of the more common FFT, 
we compared the results of the digital filter outputs 
with the FFT amplitude computations, on 1-s 
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intervals, showing a very strong correlation.  The 
method used is “quadrature filtering” also known as 
“synchronous demodulation,” which was developed 
originally for analog computers.  In the digital version, 
we perform computations on every sample, at a rate 
of 256 per second.  Because the filtering method used 
here allows estimation of signal amplitude and phase 
on every data sample (Collura, 1990), the resulting 
metrics are heavily oversampled.  This results in an 
accurate estimation of means and standard 
deviations, which are known to converge when 
oversampling is used (Host-Madsen & Handel, 2000).  
See the Appendix for the basic equations confirming 
this result. 
 

Figure 2 illustrates the quality of match between the 
static (FFT) calculation and quadrature digital filter 
outputs, which provide a dynamic (JTFA) 
computation.  The degree of fit is 97%, once a 
correction is applied for the difference in the 
windowing techniques.  This result is consistent with 
that reported by Kerson et al. (2019), which 
demonstrated a similar quality of fit across two 
different software and two different hardware 
platforms.  This confirms that we may use digital filter 
amplitudes in this work, without any systematic 
disagreement with the results that would result from 
the conventional FFT method.  When applying these 
calculations, we will restrict our analysis to z-scores, 
avoiding the issue of t-tests and relative degrees of 
freedom. 

 
 

 
Figure 2. Illustration of the statistical agreement between FFT and JTFA computed amplitude values for the 
alpha band (8–12 Hz) from 5 minutes of EEG in one individual.  When scatterplotted against each other, the 
results of an FFT analysis (y-axis) and a quadrature filter implementation of the JTFA (horizontal axis) 
demonstrate a statistical correlation of 97%. 

 
 
Figure 3 illustrates the Gaussian distribution of the 
logarithm of the magnitude of one component (theta) 
for one individual.  The goodness of fit is based upon 
a squared-error comparison of the actual data  

 
 
with an idealized Gaussian with the same mean and 
standard deviation.  
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Figure 3. Demonstration of the Gaussianity of a sample of EEG processed for a single subject.  Shown: log of Cz 
theta magnitude for a time-series of 5 minute, yielding 300 x 256 = 76,800 datapoints. 

 
 
In order to determine the goodness of fit for all of the 
estimated magnitudes, a histogram was created with 
the 171 component estimates used in this study.  
Figure 4 illustrates the distribution of the Gaussianity 
estimates, confirming that Gaussianity is generally 
above 90%, and is centered at 94% Gaussianity.  
Figure 4 shows a histogram of the results of this 

analysis.  93% of the components (159 out of 171) 
have a goodness of fit of 90% or above.  Two 
distributions are evident, one centered at 0.94 Hz and 
a second centered at 0.89 Hz.  The lower distribution 
in this example was found to contain reflect activity, 
particularly from frontotemporal leads. 
 

 
 

 
 
Figure 4. Histogram of the Gaussianity measurements from one individual, 19 channels and 9 frequency bands.  
This produces 171 component estimates.  The Gaussianity of each component was computed for the same data.  
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Adapting Thatcher’s (2008) notation, we denote the 
z-score based upon a population-static as ZPS, 
corresponding to Thatcher’s FFT, and his z-score 
based upon a population-dynamic and using the 
JTFA procedure as ZPD.  In order to compute either of 
these, the current sample is subtracted from the 
population mean, whether it is a static or an 
instantaneous calculation.   
 
In both cases, the target value should be the same, 
after allowing for systematic differences such as 
windowing or other factors.  This agreement in the 
raw values (and hence the mean) is shown in the 
example in Figure 2. 
 
We use the following notation: 
 

ZPS for a population-static z-score 
 
ZPD for a population-dynamic z-score 
 
ZIS for an individual-static z-score 
 
ZID for an individual-dynamic z-score 

 
The sources of variation in a static z-score is solely 
SDs which is the variation between subjects, when 
each subject contributes a mean to the statistic.  The 
sources of variation in a dynamic z-score are SDt due 
to the time-dependent activity, and SDs.  The two 
sources are combined in the average, so that (per 
Thatcher, 2008) SDD = (SDI + SDS) / 2.  This is the 
method that is used when applying what we call 
“population-dynamic” z-scores, which are based on 
population data.  Combining population variation and 
time-based variation in this way elevates the issue of 
combining two different types of variation, arising 
from different mechanisms, in one measurement.  It 
also introduces the question of whether each type of 
variation should be weighted equally as an average, 
or should they be weighted in a different manner.  
  
The approach reported here avoids this concern, 
because we produce z-scores which are based 
entirely on the individual’s instantaneous variation 
and no population statistics are introduced.  We refer 
to these as “individual” dynamic z-scores.  Oddly, this 
approach may be considered database-free, as it can 
be applied to any individual without requiring that a 
“normative” or “standardized” database be 
introduced.  In the case of the static z-score, the 
standard deviation is SDS.  In the case of an 
individualized instantaneous z-score, the standard 

deviation is simply that introduced by the subjects’ 
EEG, variation across time, designated as SDI. 
When working with z-scores computed based on a 
normative sample and using a single individual as the 
measurements, there is a natural expectation that z-
scores will follow the predicted distribution.  That is, 
z-scores between ±1 will occur approximately 65% of 
the time, and scores between ±2 will occur 
approximately 95% of the time.  This allows 
hypothesis testing, using these probabilities.  Type 1 
and type 2 error can be estimated using these 
distributions.  The null hypothesis is that the person is 
entirely “average” and that no unusual z-scores will 
appear.  For usual purposes, a range of ±2.0 is used, 
and for medical determinations, a range of ±2.5 or 
even ±3.0 would be more common. 
 
As stated previously, when working within an 
individual, the null hypothesis is not “this is from a 
normal individual,” but rather that “nothing 
happened.”  That is, there is no change from the 
sample to the current measurements.  Based on this 
consideration and the statistical principles described 
below, individualized z-scores occupy a tighter range 
than those from a normative analysis.  It will be seen 
that a z-score outside ±1 will be important in this case, 
and z-scores much outside of this range will be 
significant. 
 

Static and Dynamic Z-Scores 
 
We now look at the expected behavior of z-scores 
when using static or dynamic references, as well as 
population versus individual references.  We can 
state in general that the expected value (mean target) 
for a population-dynamic z-scores is the same as that 
for a population-static z-scores. 
 

E (XPD) = E (XPS) 
 
While this is desirable from some standpoints, such 
as uniformity when applying either type of analysis, 
the drawback is that the targets used for live z-score 
training for all individuals remain based on a 
population.  That is, even when using current live 
z-score methods, the individual is still being 
compared to others, and his training targets are 
based on other people.  Because of the additional 
variation included in the XJTFA calculation, we can 
state that, necessarily, z-scores from a population-
dynamic process will be smaller in general than those 
from a population-static method: 
 

|ZPD| < |ZPS| 
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That is, dynamically computed z-scores that 
incorporate both the across-subjects and the within-
subjects variation will be smaller than conventional 
static z-scores.  Moreover, we note that, generally, 
the expected value (mean target) of an individual-
dynamic z-score is not the same as that of population-
dynamic z-scores. 
 

E (XID) ≠ E(XPD) 
 
Also, the expected value for an individual-dynamic 
z-score is not the same as that of population-static 
z-scores. 
 

E (XID) ≠ E(XPS) 
 
In other words, when using an individual EEG as a 
reference, there is no reason to expect that the mean 
values will be the same as those from a population 
sample.  Moreover, when an individualized approach 
is taken, and the included samples are from one 
individual only, then the sole source of variation is the 
time variation.  Furthermore, the mean value for that 
individual will generally not be equal to the population 
average.  Indeed, this may never happen.  In general, 
the mean values for each individual will themselves 
follow a Gaussian distribution, which is in fact the 
mean data that is included in the static statistics. 
 
Because this approach uses a different mean value 
(the subject’s own mean value) and a different source 
of variation (equal to the SD for that individual), 
resulting z-scores will have a distribution that no 
longer reflects population statistics; it is solely a 
representation of that individual’s mean values and 
variation across time. 
 
It is reasonable to expect that the same 
transformations that produce Gaussianity in static 
and in dynamic z-scores should suffice to produce 
Gaussian distribution of instantaneous individual 
scores.  This can be verified experimentally by 
applying a suitable test of Gaussian fit.   Figure 3 
demonstrates the Gaussianity of a 1-min sample of 
EEG transformed using the customary logarithmic 
equation used for static or dynamic statistics. 
 
In order to estimate the significance of a z-score 
computed using this method, we can use basic 
statistical principles to determine how likely a given z-
score would be, based on the expected results of the 
computations.  Specifically, the references are based 
upon a specified sample of EEG, which includes the 
short-term variation, as the source of the standard 
deviation. 

In order to compute z-scores, it is sufficient to 
demonstrate Gaussianity of the comparison data, as 
long as the current value is transformed in the same 
manner as the original samples, to follow that 
Gaussian distribution.  The stability and usefulness of 
a short-term statistic is a separate issue, and must be 
addressed experimentally, in order to determine the 
realistic expected variation between samples from 
time to time.  Indeed, repeatability studies of qEEG in 
general have confirmed that a single 1- to 2-min 
sample from an individual at rest indeed provides a 
useful set of estimates.  The repeatability of that 
sample in a second recording minutes, hours, days, 
or even months later is a tacit assumption in the use 
of clinical qEEG, and one that has been evaluated.  
We therefore conclude that a single sample from an 
individual does provide a useful basis for computing 
expected means, as well as the expected standard 
deviation, which can be used for computation of z-
scores at a future time. 
 
In order to assign a probability, that is, a p-value to a 
given outcome, we examine the conditions used to 
produce the reference estimate as well as the details 
of how a particular z-score is being computed.  In a 
case where we use, say, 1 minute to compute the 
mean and standard deviation of key variables, then 
use for example 10 seconds of live EEG to compute 
a semistatic z-score, we can estimate the likelihood 
of deviant z-scores appearing.  As a simplifying 
assumption, we assume the subject is in stable and 
repeatable state; for example, eyes closed, not 
drowsy, etc.  Additional factors such as change in 
conscious state or other EEG-related changes will of 
necessity produce more deviant z-scores.  Therefore, 
this estimate provides a lower-bound to expected z-
scores using this method. 
 
We are now looking at the probability distributions of 
the z-scores themselves.  It might seem intuitive that 
a z-score of 2, for example, indicates a deviation 
equal to 95% of the population, this will not always be 
the case.  As shown by Thatcher (2008), for example, 
we know that dynamic z-scores will be smaller in 
value than static z-scores, when the same population 
is used for both estimates. 
 
Whether the variation due the population is greater or 
less than the variation due to the intersubject variation 
is subject to measurement.  It is clear that neither of 
them is insignificant; that is, neither the intersubject 
variation nor the intrasubject variation may be taken 
to be small.  To calculate the significance of a 
particular individualized z-score, we make 
adjustments to the standard z-score probability 
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ranges, based upon the sampling details.  As a first 
approximation, we can use the statistics of the t-test 
to provide an estimate.  In a t-test, we compare two 
populations with different means and standard 
deviations, using the t value which is the difference in 
means divided by their joint standard deviation.  This 
is similar to a z-score, which is the difference between 
two means, divided by the standard deviation of the 
reference population.  When using individualized z-
scores, if the standard deviation of a variable is 
assumed to remain constant as that variable varies in 
value, the z-score provides identical information as a 
t-score.  When applied in this way, we are computing 
t-tests for “dependent means.”  This is valid as long 
as (1) the data are normally distributed, (2) the scale 
of measurement is an interval or ratio, and (3) the 
measurements are matched in some way.  In these 
circumstances, a t-test on dependent means can test 
a null hypothesis that there is no difference between 
the two means (Social Science Statistics, 2019). 
 
Significance of t-scores is based on a computation 
that takes into account the number of samples 
(degrees of freedom) in the two samples.  Similarly, 
when computing z-scores, the reference as well as 
the current value carry with them their respective 
degrees of freedom.  When working with a time-
series, successive samples are not independent in 
the same manner as samples from a population.  As 
stated by Miller and Miller (2018), when taking 
successive samples from a process, the assumption 
of statistical independence is not made, and degrees 
of freedom are not comparable.  Rather, successive 
samples serve to estimate the noise in the system, as 
well as the repeatability of measurements over time.  
Despite being based on a single individual, such a 
time-series is nonetheless a random variable and can 
be studied as such.  In our analysis, we observe that 
the bandwidth of the filters is generally 4 Hz.  Based 
the inverse relationship of bandwidth and transient 
response (Collura, 2014), this corresponds to a 
transient rise time-constant on the order of 10 ms.  
Therefore, taking 256 calculations per second from 
each filter output should be more than adequate to 
capture the time behavior of the variables.  Appendix 
I further shows that oversampling in this way does not 
compromise the estimate of the mean and standard 
deviation, as they converge when oversampled. 
 
In general, if we compute an average and standard 
deviation from n samples of a random variable, the 
expected value of the mean is precisely the mean 
value, while the expected standard error is divided by 
n, so that the standard deviation is divided by the 
square root of n.  For example, we take n samples of 

EEG and use these to compute the expected mean 
(average) and the standard deviation of the EEG to 
produce the current estimates.  When we take a 
subsequent sample to estimate the new mean, there 
will be averaging over the epoch chosen.  The 
number of samples is not important, as shown in the 
Appendix, but the duration of the retest calculations 
does matter.  The relationship between filter 
bandwidth and rise time-constant is given by 
 

t = 1 / (2 * PI * BW) = 0.35 / BW 
 
So that, with a 4-Hz filter bandwidth, there is a time-
constant of about 90 milliseconds. 
 
The variation in the values will therefore occur with a 
maximum frequency on the order of 11 Hz, due to the 
filter bandwidth used.  We propose that the ratio of 
the epoch chosen to the time-constant provides an 
estimate of how much damping will occur when 
averaging the filter outputs such as power, 
coherence, etc.  That is, 
 
Effective reduction in variability = (approximated by) 

epoch length / time-constant 
 
With a 10-s epoch and a 90-ms time-constant, the 
reduction is on the order of 10 / 0.09 = 110.  This is 
the reduction in the variance, so that this is the square 
of the reduction in standard deviation.  Thus, using 10 
s of subsequent EEG to compute a current value, the 
expected standard deviation becomes divided by the 
square root of 110, which is a scale factor of roughly 
0.1.  Thus, the value averaged over 10 s is expected 
to vary approximately one-tenth as much as an 
unaveraged estimate.  Thus, with an optimally stable 
EEG, we would see 95% of z-scores within the range 
of approximately ±0.3.  We conclude that, when 
taking a sufficient sample of reference EEG to obtain 
a convergence on means and standard deviations 
and then using a subsequent sample of EEG to 
calculate an updated mean value, the resulting z-
score will have a strong tendency to be close to zero.  
In other words, our retest z-scores will typically be 
very low and close to zero.  This is confirmed in the 
example data shown below. 
 

Example Data 
 
The data attached are z-builder comparisons base 
versus 10-min delay and base versus 30-min delay in 
the eyes-closed (EC) condition for three subjects.  
The results using 10 min of baseline EC and 10 s of 
test EEG, are shown in Figure 5. 
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Figures 5 shows three examples of a single-subject 
estimate of the variability in z-scores.  Each histogram 
reflects the z-scores from 11 frequency bands and 93 
sLORETA regions of interest.  Each histogram 
therefore contains 1,023 z-scores.  Reference sample 
of 10 min of EEG, test sample of 10 s of EEG.  
 
 

 
 
 

 
 
 

 
 
Figure 5. Three examples of a single-subject test–retest 
repeat measurements using 11 frequency bands and 93 
sLORETA regions of interest. 
 
 

A total of 12 such exercises was performed with the 
three subjects, with differences in the length of the 
reference sample (10 or 30 min) and the eyes 
condition (closed or open).  The following table 
summarizes the results with these three subjects. 
 
 
Table 1 
Summary of z-score results for three subjects with 
10-min and 30-min reference intervals. 
 Min Mode Max Width 
Subject 
10 EC −0.3 0.1 0.3 0.6 
10 EO −0.5 0.1 1.4 1.9 
30 EC −0.7 0 0.2 0.9 
30 EO −1.0 0 0.3 1.3 
10 EC −1.1 0 0.2 1.3 
10 EO −0.5 0.2 1.2 1.7 
30 EC −1.1 −0.3 0.1 1.2 
30 EO −0.5 0 0.7 1.2 
10 EC −0.7 0 0.4 1.1 
10 EO −0.6 0 −0.6 0 
30 EC −0.5 0 1.0 1.5 
30 EO −0.7 −0.2 0.3 1.0 

Average −0.6833 −0.0083 0.45833 1.14167 

 
 
It is seen that, generally, such z-scores were within 
the range of ±0.6 standard deviations, reflecting the 
stability of the EEG during the procedure.  This 
demonstrates that it is possible to gather some 
minutes of EEG, then retest at some future point, and 
achieve a tight distribution of repeat measurements 
upon retest.  Subjects A and C are quite stable and 
fall within the predicted range of ±0.3.  In contrast, 
subject B is skewed, and appears to exhibit a 
systematic drop in z-scores with a shift to the left of 
0.3 standard deviations, from test to retest.  The 
appearance of z-scores less than −0.5 in this sample 
represents some type of (significant) change. 
 

Estimating Changes 
 
One benefit of using the z-builder approach is that it 
is free of the assumptions and implications of using a 
reference from a population that is purportedly 
“typical” or “normal.”  Rather, this method recognizes 
the fact that everyone is different and has a unique 
set of EEG characteristics.  Thus, this method can 
accurately determine the effects of different 
influences, without having to assume that the subject 
fits somehow into a wider population.  When used for 
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neurofeedback (Collura, Thatcher, Smith, Lambos, & 
Stark, 2009), this approach would allow training to 
reflect any specified individual or state as the 
reference.  This opens the possibility of individualized 
training that can aim to restore previous levels of brain 
activity or to train toward desired goals, such as 
reduction of specific characteristics. 
 
A practical application of this method was reported by 
Siever and Collura (2017) who were able to produce 
sLORETA images of static z-scores for brain 
responses to repetitive photic, auditory, and magnetic 
stimulation.  Examples are shown in Figures 6A–6C.  
Citing their work: 
 

A reference data set was first constructed by 
taking 1 min from a 2-min at-rest baseline, and 
processed using BrainAvatar Z-Builder signal 
processing (Collura, 2012, 2013, 2014a, 2014b) 
to produce amplitude means and standard 
deviations for all frequency bands, for all scalp 
locations, sLORETA voxels, and sLORETA 
Regions of Interest (ROI).  ROIs were computed 
for 97 different homologous regions including the 
Brodmann areas, the named lobes and regions, 
and for the hubs described by Hagmann.  Once 
this data set was computed, it was possible to 
compute metrics for any other selected samples 
and, by comparison, convert all measurements 
into z-scores.  
 
A 10-s sample was taken from the stimulus 
interval for each modality and analyzed using the 
subject’s individual z-score database, producing 
z-score results.  These z-scores show which 
qEEG components and locations have changed.  
These z-scores are not based on a normative 
reference database but are instead based on the 
subject’s own initial EEG.  Thus, z-scores reflect 
change from the initial state, and do not reflect 
“normality” or “abnormality” in any way.  Because 
the use of z-scores in this manner involves 
multiple comparisons of many ROIs (97), 
Bonferroni correction was applied to the results 
shown here.  (Siever and Collura, 2017, p. 82)    

 
The resulting sLORETA images clearly show the 
sensory areas affected by the visual and auditory 
stimulation, as well as the fact that the pulsed EMF 
stimulation produced a frontal response, despite 
having been placed over the motor strip. 
 
 

 
Figure 6A. Reduction in delta activity during binocular 
photic stimulation at 3.5 Hz.  Left-side view.  Affected areas 
include Brodmann 17 and 18 and the cuneus.  These 
comprise the primary and secondary visual sensory areas. 
 
 

 
Figure 6B. Reduction in delta activity during auditory 
stimulation (clicks) at 3.5 Hz.  Left-side view.  Affected areas 
include Brodmann 13, 33, 24, 20, the Insula, and Sub Lobar 
areas.  These areas are involved in auditory sensation, 
perception, awareness, and attentional control. 
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Figure 6C. Reduction in delta activity during pulsed 
electromagnetic stimulation at 3.5 Hz. Left-side view.  
Affected areas include Brodmann 45, 46, 10, and 44.  
These comprise the frontal lobe areas associated with 
executive function, attention, emotion, and decision-
making. 
 

Conclusion 
 
These preliminary results verify that a single-subject 
approach to creating qEEG references and producing 
z-scores based upon time variation is feasible and 
statistically sound.  Both surface and sLORETA z-
scores can be computed in this manner.  
Individualized z-scores use a different theoretical 
foundation than population z-scores and are based 
upon time-effects, not population statistics.  A 
continuous, repeated-measures approach that is 
based upon the analog world is applicable, in contrast 
to a sampling approach based upon population 
statistics.  The population-based concepts of sample 
independence and degrees of freedom are not 
applicable in this situation; hence, they do not limit 
this approach.  This method has shown the ability to 
quantify the stability of an individual’s EEG and also 
to detect, quantify, and map changes that could arise 
due to the effects of time, state changes, disorders, 
or external influences. 
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Appendix 
 
The following demonstrates that if you sample a signal to acquire real data such as amplitudes, temperatures, etc., 
as you sample the signal more often, the estimated mean and variability can only improve.  It is shown that 
oversampling will not change the expected mean value, and it will only improve the estimate of the variability 
(variance).  Given the following time series: 
 

𝑋 = 𝑥1, 𝑥2,  𝑥3, … 𝑥𝑛 
 
The mean is defined as: 
 

μ =
1
𝑛

∑ x𝑖

𝑛

𝑖=0

 

 
The variance in the data is defined as: 
 

𝜎2 =
1

𝑛 − 1
∑( x𝑖

𝑛

𝑖=0

−  𝜇 )2 

 
We can represent an oversampled version of this signal by replacing each x with a copy, thus doubling the sampling 
rate, under the assumption that there is negligible difference between samples.  That is ensured by the fact that the 
signal is filtered and that we are sampling at a high enough rate.  The oversampled data can be written as: 
 

𝑋𝑜 = 𝑥1, 𝑥1. 𝑥2, 𝑥2 , 𝑥3, 𝑥3  …  𝑥𝑛, 𝑥𝑛 
 
The mean value of the oversampled signal does not change, as should be intuitively evident, as we are only adding 
more of the same data points.  This can be shown as: 
 

𝜇𝑜 =
1

2 𝑛
∑ 2 x𝑖

𝑛

𝑖=0

 

 
So that when the 2’s cancel, we find that 𝜇𝑜 =  𝜇. 
 
As for the variance estimate, if we designate the variance of the oversampled signal as 𝜎2

𝑜 we have the following: 
 

𝜎2
𝑜 =

1
2 𝑛 − 1

∑ 2 ( x𝑖

𝑛

𝑖=0

− 𝜇𝑜)2 

 
Comparing this with the equation for the original variance, we find: 
 

𝜎2
𝑜  =  

2 𝑛 − 2
2 𝑛 − 1

  𝜎2 
 
Which for large n is a ratio very close to 1.000.  For example, if we incorporate 256 values into our estimate over 1 
second, the values have converged within a factor of (512-2) / (512-1), which is a ratio of 1.002. 
 
Therefore, as the number of samples increases, the estimated variance converges strongly to a final value, which 
can be considered the “true” variance which for very high values of n is essentially independent of the sampling 
rate.  This is superior to methods that use FFTs and sliding bins, because those approaches require compromises 
associated with epoch selection and sliding factors.  The approach of oversampling the data from continuous 
quadrature filter data circumvents these limitations entirely and produces results equivalent to an analog system. 
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