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Abstract 

Addictive disorders are characterized by cognitive, behavioral, and neurological impairments caused by 
dysregulations of brain structure that can extend well beyond early withdrawal in the months and years of 
recovery. The present study aimed to examine the efficacy of neurofeedback rehabilitation on anxiety in 
methamphetamine abusers. The sample consisted of 14 male methamphetamine drug addicts who were 
randomly assigned to an experimental group (n = 7) and a control group (n = 7). Participants were assessed for 
Axis I disorders (SCID) and the Beck Anxiety Inventory (BAI). Mixed repeated ANOVA, independent t-tests, and 
chi-square were used for data analysis. The experimental group received 18 sessions of neurofeedback 
rehabilitation and standard psychological interventions treatment as usual, while the control group received only 
standard interventions. Results showed that neurofeedback significantly reduced anxiety in methamphetamine 
abusers at posttreatment and during a one-month follow-up. Along with other psychological interventions, 
neurofeedback rehabilitation is recommended for methamphetamine abusers. 
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Introduction  

 
Addictive disorders are characterized by cognitive, 
behavioral, and neurological impairments caused by 
dysregulations in brain structure that can persist well 
beyond early withdrawal through the months and 
years of recovery (Doostian et al., 2019). Research 
on psychological and neurophysiological dimensions 
of substance use disorders has recently attracted 
considerable attention (Mallorquí-Bagué et al., 2020; 
Richter et al., 2020). Patients suffering from 
substance use have been found to have a higher 
incidence of co-occurring Axis I and Axis II 
disorders, especially when stimulants are 

methamphetamine. Anxiety is the most common 
comorbid Axis I disorder in substance users. Anxiety 
disorder in young adults doubles the risk of later 
substance use (Albini et al., 2020). Emotional 
response levels at diagnosis of substance abuse are 
often lower with clinical comorbidity (Doostian et al., 
2019). Self-medication in the form of amphetamine 
use occurs in patients with anxiety disorder, which is 
a risk for subsequent substance use. Psychological 
distress increases dropout rates during substance 
abuse treatment (Elkington et al., 2010; Roche et al., 
2020). 
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The early onset of mental illness, particularly 
anxiety, increases the likelihood of substance abuse. 
However, evidence suggests that pharmacotherapy 
in ADHD patients does not increase the risk of 
substance use disorder (Albini et al., 2020). Co-
occurring anxiety disorders should be considered 
when treating substance abuse. Symptoms of 
methamphetamine dependence, such as craving, 
impulsivity, and psychological abnormalities, are 
associated with pathological neurophysiology 
(Fitzpatrick et al., 2020). Eugene Peniston first 
proposed treating addictive disorders with 
neurofeedback in 1991 (Imperatori et al., 2017). 
Research has shown that this method effectively 
reduces the psychological symptoms and effects of 
substance abuse (Askovic et al., 2020; Gruzelier et 
al., 2014; Kelley, 1997; Rostami & Dehghani-Arani, 
2015). 
 
Neurofeedback based on electroencephalography 
(EEG) has recently been shown to be an efficient 
rehabilitation for substance abuse disorders 
(Nooripour et al., 2018). Feedback allows patients to 
change their rhythm and frequency of brain waves. 
Neurophysiological studies suggest that EEG 
provides information about the relationship between 
basic cortical brain mechanisms and psychological 
states in the field (Kosmyna & Maes, 2019). 
Neurofeedback rehabilitation is a method that has 
recently been studied for its efficacy in 
psychopathological disorders such as stress and 
anxiety (Askovic et al., 2020; Harris et al., 2021; Hou 
et al., 2021). The method aims to help people 
change brainwave patterns without using invasive 
methods (Niv, 2013).  
 
Neurofeedback rehabilitation is a way to condition 
the brain's electrical system, rewarding patterns that 
work well and inhibiting undesirable activities. It is 
also believed to stimulate growth and alter the 
efficiency of brain cells, improving brain function and 
cognitive-behavioral function (Davelaar, 2018). 
During neurofeedback rehabilitation, individuals 
learn to change the patterns of their brain waves 
through conditioning (Luctkar-Flude et al., 2017). 
Neurofeedback rehabilitation has been shown to 
promote relaxation, reduce stress, and alleviate 
psychological abnormalities in patients who are 
addicted to drugs and alcohol (Gray, 2017).  
 
One method of neurofeedback rehabilitation is 
alpha/theta wave conditioning. Alpha brainwaves of 
frequency 8–12 Hz are associated with feelings of 
well-being (Gruzelier et al., 2014; Imperatori et al., 
2017). Theta brainwaves of frequency 4–7 Hz have 
been associated with presleep state or 

daydreaming, including traumatic anxiety-provoking 
events with spontaneous hypnagogic imagery and/or 
abreaction (Gregory et al., 2020; Ticci et al., 2019). 
Alpha-theta rehabilitation is primarily designed to 
increase alpha and theta waves. Increasing the 
frequency of these waves enhances relaxation and 
the effects of conscious awareness (Imperatori et al., 
2017). This relaxed state is referred to as the twilight 
state, in which the offender creates hypnagogic 
images or mental perceptions of repressed feelings 
and memories. These perceptions play a central role 
in the healing process. Few studies have examined 
neurofeedback rehabilitation for anxiety in substance 
abuse disorders (Chen & Lin, 2020; Hammond, 
2005; Simkin et al., 2014). 
 
Hanslmayr et al. (2005) reported better performance 
in a cube rotation task after rehabilitation with upper 
alpha neurofeedback. Participants who were able to 
increase upper alpha amplitude (10–12 Hz) through 
neurofeedback rehabilitation showed better results 
in this task than participants who were unable to do 
so. Similarly, Vernon et al., (2003) reported that 
healthy participants were able to increase 
sensorimotor rhythm (SMR) activity after only eight 
neurofeedback rehabilitation sessions, and that this 
increase was associated with improvements in a 
cued recall task. Finally, Egner et al. (2004) trained 
participants to increase either SMR (12–15 Hz) or 
low beta rhythm (15–18 Hz). Previous studies 
recommended the SMR protocol as a training 
program through which participants could increase 
SMR and beta and downregulate theta (Avirame et 
al., 2016; Karageorghis et al., 2018). Increasing 
SMR to C4 (based on the international 10–20 
system) is associated with a decrease in impulsivity 
symptoms and a facilitation of thalamic inhibitory 
mechanisms. In addition, increasing beta waves and 
decreasing excessive left hemisphere theta waves 
to C3 is recommended to improve responding. 
Although SMR training resulted in increased 
perceptual sensitivity, low beta training resulted in 
faster reaction times (Gruzelier, 2014).  
 
Imaging techniques, such as SMR, functional 
magnetic resonance imaging (fMRI), and EEG, offer 
a window into the functioning brain, providing a 
unique opportunity to examine the neurobiological 
effects of these interventions in addiction. Imaging 
studies can be used to describe the brain systems 
involved in select interventions, clarify which 
mechanisms are dysfunctional, offering the 
opportunity to explore differences and 
commonalities between different interventions. 
Imaging-based neurobiological indicators entail 
information that goes beyond self-report or behavior 
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alone and have been shown to be good predictors of 
relapse following treatment (Brewer et al., 2008; 
Janes et al., 2010; Moeller & Goldstein, 2014). In 
SMR training protocol on the Cz area, the active 
electrode was placed at Cz with a left-ear reference 
(A1). The right earlobe was connected to circuit 
ground. In this program the reinforcement band was 
SMR (12–15 Hz) frequency band, and the 
suppressed frequency were delta (2–5 Hz), theta (5–
8 Hz) and high beta (18–30 Hz) frequency bands. 
Thresholds were adjusted in a way that if the 
participant maintained the reinforcement band above 
the threshold for 80% of the time during at least 0.5 
s, and the suppressed band under the threshold for 
20% of the time, feedback was received. Whenever 
participants could maintain the reinforcement bands 
above the threshold for 90% of the time during two 
continuous trials, the threshold was changed 
automatically so that it was closer to the optimal 
threshold (Scott et al., 2005). 
 
Due to the lack of sufficient research, neurofeedback 
rehabilitation is not yet recognized as a treatment for 
substance abuse problems; it is of interest to provide 
additional evidence of the efficacy of neurofeedback 
rehabilitation on anxiety in methamphetamine 
addicts. 
 

Method  
 
Participants  
The population studied included a group of 
methamphetamine addicts in Tehran. Twenty-five 
participants who met the Diagnostic and Statistical 
Manual of Mental Disorders (5th ed.; DSM-5; 
American Psychiatric Association [APA], 2013) 
criteria for methamphetamine use disorder were 
selected. They were selected from Tehran drug 
rehabilitation centers between March 2019 and 
December 2019. Subjects were selected based on 
the following inclusion criteria:  
 

1. They met DSM-V criteria for 
methamphetamine use disorder.  

2. They showed interest in participating in the 
intervention.  

3. They were between 20 and 50 years old.  
4. They had at least a 12-month history of 

methamphetamine use.  
5. They had no other substance-related 

disorders except smoking.  
6. They could speak and write fluent Farsi.  

 
The exclusion criteria were: Any history of 
psychiatric (bipolar disorder or major depression, 
psychosis) or neurological disorders. 

Participants were randomly assigned to the 
neurofeedback rehabilitation group or the control 
group. Three subjects from the neurofeedback 
rehabilitation group and four from the control group 
dropped out before the study was completed. 
Therefore, the final analysis was performed on 
seven participants in the neurofeedback 
rehabilitation group (n = 7) and seven participants in 
the control group (n = 7; see Figure 1). 
 
Procedure 
All participants were asked to complete the 
instruments (Structured Clinical Interview for DSM-IV 
[SCID] and Beck Anxiety Inventory [BAI]) before, at 
the midpoint, and after the intervention, and at a 
4-week follow-up period. The neurofeedback 
rehabilitation group received the treatment protocol 
for 2.5 months. The protocol consisted of 18 
sessions and two sessions per week, with each 
session lasting 25–30 minutes. The neurofeedback 
rehabilitation protocols in each session were based 
on SMR, Cz area (central cortex) rehabilitation 
(Scott et al., 2005), and Pz area (parietal cortex) 
alpha-theta (Gregory et al., 2020), performed in 20 
min using the ProComp2 system (Thought 
Technology Ltd, Montreal, Canada; Scott et al., 
2005). 
 
Measures 
Structured Clinical Interview for DSM-IV (SCID). 
The interview assessed the first Axis I Disorders in 
SCID-I. This included seven groups characterized by 
mood disorders as psychiatric issues, substance 
dependence, anxiety, eating complications, and 
compatibility problems. This instrument's reliability 
and validity are 0.81 to 0.84, respectively (Sharifi et 
al., 2009). 
 
Beck Anxiety Inventory (BAI). Beck Anxiety 
Inventory was used for rapid detection and 
differentiation from other disorders, particularly 
depression and anxiety (REF1988). This inventory 
assesses individuals’ anxiety status during the last 
week on a 21-question multiple-choice self-report, 
where each answer is scored on a scale of 0 (not at 
all) to 3 (severely). Osman et al. (1997) reported a 
test–retest validity of 0.75. Studies have indicated 
that this inventory's psychometric properties are 
desirable in Iran (Khesht-Masjedi et al., 2015). 
 
Data Analysis. Data were analyzed by the mixed 
repeated ANOVA, independent t-test, and chi-
square, using the statistical software SPSS-26. 
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Figure 1. Summary of Patient’s Flow Diagram. 
 

 
 
 

 
 
 
Ethical Consideration. The applied method is 
consistent with the National Research Committee's 
ethical standards, the Helsinki Declaration of 1964, 
subsequent revisions, or equivalent ethical norms. 
All participants in the study embraced informed 
consent to participate in the study. 
 

Results 
 
As for demographic variables, including age, marital 
status, job status, and substance use 
characteristics, there were no significant differences 
between the two groups (Table 1). 

 

Table 1 

Comparisons of Demographic Characteristics Across Groups 

 Neurofeedback (n = 7) Control (n = 7) Statistical Analyses 

Job status (unemployed/part time/employed) (1/4/2) (2/4/1) χ2(2) = 0.66, n.s. 

Marital status (single/married/divorced) (2/4/1) (2/3/2) χ2(2) = 0.47, n.s. 

Age (SD) 37.14(4.56) 37.57(5.06) t(12) = 0.16, n.s. 

Age of unset of substance use (years) 18.82(4.06) 19.35(4.47) t(12) = 0.23, n.s. 

Methamphetamine abuse duration (years) 3.23(1.43) 4.11(1.67) t(12) = 1.04, n.s. 

Note. Values represent mean scores (SD between brackets); n.s. = no significant differences between groups. 
 
 
 

Eligibility (n = 30) Assessed for 

25 people with METH abusers 

Randomized (n = 10) 

Allocated to neurofeedback group  
(n = 10) Allocated to control group (n = 10) 

▪ Missing more than 3 sessions (n = 1) 
▪ Lost to posttest (n = 1) 
▪ Lost to follow-up (n = 1) 

Analyzed (n = 7) Analyzed (n = 7) 

▪ Lost to posttest (n = 1) 
▪ Lost to follow-up (n = 1) 
▪ The personal reasons (n = 1) 

Excluded: (n = 5) 
• Out of age range (n = 1) 
• Not diagnose as MA use (n = 2) 
• Not living in Tehran (n = 1) 
• Other reasons (n = 1) 
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Repeated measures ANOVA was performed to test 
differences between the neurofeedback and control 
groups in anxiety. The group (neurofeedback vs. 
control) as between-subjects and the measurement 
time point (preintervention, midintervention 1–3, 
postintervention, and follow-up) as within-subjects 
were tested. There were no differences between the 
two groups on the pretest. There was a significant 

main effect between the neurofeedback and control 
groups, F(1, 12) = 5.85, p ≤ .05, η2 =.33; a main 
effect of time (within-subject), F(5, 60) = 25.8, p ≤ 
.001, η2 =.68 (Table 2 and Figure 2); and an 
interaction effect of time (within-subject) with group 
(between-subjects) TIME x GROUP, F(5, 60) = 
19.69, p ≤ .001, η2 = .62. 

 
 
Table 2 

Summary of Beck Anxiety Inventory (BDI) Score in Pre-, Mid-, Postintervention, and 1-month Follow-up Measures and Mixed 
Repeated ANOVA 

Group  T0 T1 T2 T3 T4 T5 Intervention Time Intervention*Time 

Experiment 

(n = 7) 

M 39.00 37.14 35.14 33.71 32.85 33.71 F = 5.85 F = 25.80 F = 19.69 

SD 2.94 3.02 2.91 2.56 2.41 2.13 p ≤ .05 p ≤ .001 p ≤ .001 

Control 

(n = 7) 

M 38.28 38.28 38.14 37.85 38.14 37.71    

SD 2.28 1.88 1.77 1.67 2.03 1.79    

Note. T0 = preintervention (week 0); T1 = midterm (week 2); T2 = midterm (week 4); T3 = midterm (week 6); T4 = 
postintervention (week 8); T5 = 1-month follow-up (week 12). 

 
 

Figure 2. Comparison of the Levels of Anxiety in Experimental (Neurofeedback) and Control Groups at Different 
Time Slots. 

 

 
 

Note. T0 = preintervention (week 0); T1 = midterm (week 2); T2 = midterm (week 4); T3 = midterm (week 6); 
T4 = postintervention (week 8); T5 = 1-month follow-up (week 12). 

 
 
  

Experiment 

Control 
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Discussion 
 
The current research examined the effectiveness of 
neurofeedback rehabilitation on anxiety in 
methamphetamine abusers. The results showed that 
neurofeedback rehabilitation significantly reduced 
anxiety among methamphetamine abusers during 
the posttreatment period. The same finding was also 
collected during a 1-month follow-up. 
 
Neurofeedback rehabilitation is based on the idea 
that the mind can regenerate, change, and learn to 
heal itself. The mechanism associated with 
neurofeedback rehabilitation can be linked to a 
neurophysiological level. For example, a relationship 
between electroencephalograms and the 
thalamocortical mechanisms is responsible for the 
rhythms and frequencies of the 
electroencephalogram. Disrupted rhythms and 
frequencies of electroencephalograms can be 
normalized by neurofeedback rehabilitation, and 
these clinical effects are sustained (Niv, 2013). Our 
results on reduced anxiety are consistent with some 
studies, such as (Khajehpour et al., 2019; Liu et al., 
2020). 
 
Aliño Costa et al. (2017) found that EEG alpha had 
an anxiety-reducing effect on the experimental 
group. The use of an alpha-theta protocol in patients 
with anxiety disorder depends on the extent of the 
alpha area in the brain, especially in the parietal and 
occipital lobes. When the alpha range (8–12) is low, 
alpha enhancement may reduce anxiety symptoms. 
When the alpha range is high, a decrease in alpha 
can lead to anxiety-related symptoms. In the present 
study, the alpha enhancement protocol was used. 
According to Raymond et al. (2005), the alpha-theta 
protocol left the patient in theta mode. 
 
Several studies, such as Gregory et al. (2020) have 
suggested that the most active and transformative 
properties of neurofeedback protocols teach 
substance abuse patients to intentionally intensify 
the amplitude and coherent interaction of their alpha 
and theta brainwave frequencies. The alpha-theta 
neurofeedback mechanism may allow participants to 
better tolerate stress, anxiety, and anxiety-provoking 
situations, especially during initial recovery periods. 
 
Increased SMR amplitudes are associated with 
enhanced control of somatosensory and 
sensorimotor pathways, which could explain more 
accurate and even faster processing in reaction time 
paradigms. The basic idea is that individuals learn to 
self-regulate bioelectrical brain processes through 
operant conditioning, as measured by 

neurofeedback. Electrodes are placed on the scalp 
and specific parameters such as slow cortical 
potentials, alpha rhythm, SMR are extracted from 
the signal in real time. The participant is presented 
with easy to understand displays with simple shapes 
or video games. He is instructed to change the 
feedback display (e.g., increase or decrease the 
parameters of a bar or circle), which changes the 
associated brain activity. It would be interesting to 
conduct an SMR-NFT study that includes recording 
of neurofeedback during reaction time paradigms 
(Reichert et al., 2015). This would allow an analysis 
of SMR changes in relation to fast and slow 
responses, both within a session and across the 
entire experiment. 
 
Schönenberg et al. (2017) also found no superiority 
of a theta/beta neurofeedback training over a meta-
cognitive therapy or even a sham neurofeedback 
condition. Both (Bink et al., 2015; Schönenberg et 
al., 2017) applied the training in subjects with a 
single, well-defined disorder without any 
comorbidities. It is better the mechanism of SMR 
could be explored more. This pattern of results 
generally confirms that chronically hypoactive 
regions implicated in prefrontal control in drug 
addiction (Goldstein & Volkow, 2011) can be 
normalized through cognitive and 
motivational/emotional interventions. Results also 
demonstrate that different cognitive interventions 
act, at least partly, through a common mechanism, 
supporting a previous meta-analysis that posited the 
recruitment of the inhibitory control network as a 
shared therapeutic mechanism between cognitive 
and pharmacological interventions (Konova et al., 
2013). 
 
Spectral amplitude estimates were calculated for the 
active site (Cz) on raw 1-s EEG segments. A 
bandpass filter was used to extract the reward 
neurofeedback frequency band for SMR (12–15 Hz), 
and feedback was provided when the participant 
increased their SMR (12–15 Hz) by 10% for each 
baseline measured. Visual feedback was provided in 
the form of a graphic image animation. There was 
also a respiratory pacemaker with six cycles per 
minute, and the wave of heart rate and respiratory 
rate was measured to obtain physiological data from 
heart rate variability (HRV). This was done because 
the training of resonant frequency breathing affected 
the action of the somatic system (Vaschillo et al., 
2006) and influenced the bottom-up circuit that 
produced SMR (Reid et al., 2013). 
 
Drugs disrupted cognitive processes involving and 
affecting the hippocampal region and frontal cortex 

http://www.neuroregulation.org/


Nooripour et al. NeuroRegulation  

 

 
134 | www.neuroregulation.org Vol. 8(3):128–136  2021 doi:10.15540/nr.8.3.128 
 

structures. Drugs have been shown to increase the 
process of apoptosis (planned cell death) and may 
exacerbate inhibition of neurogenesis (formation of 
neural tissue). One possibility is that neurofeedback 
reduces the cognitive deficits caused by substances 
by counteracting the apoptosis process and 
promoting neurogenesis. Limitations of the present 
study are using a self-report survey and the lack of a 
Sham or placebo group (fictitious stimulation). The 
SMR neurofeedback training can be considered as a 
training protocol to reduce anxiety in 
methamphetamine abusers. However, applying a 
cross-sectional design was a limitation to our study. 
Future studies are recommended to examine the 
obtained results through longitudinal designs. The 
results obtained suggest that therapists could use 
neurofeedback as an intervention method to treat 
methamphetamine addicts. Incorporating biological 
and neurological levels into future studies may be 
another step toward improving substance abuse 
treatment. Additionally, the specific significant 
changes during this neurofeedback protocol on 
neurological pathways can be studied with fMRI and 
PT scans in future studies. 
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Abstract 

Neurofeedback has gained great interest as a noninvasive treatment for various disorders. However, there is still 
a lack in literature regarding the effects of infra-slow fluctuation (ISF) neurofeedback training. ISF neurofeedback 
training is aimed at the lowest brainwave oscillations and attempts to balance dysregulated brainwave activity by 
inducing shifts in the parasympathetic and sympathetic response. The aim of this study was to determine whether 
ISF neurofeedback training has a significant effect in participants with insomnia by using quantitative 
electroencephalography (qEEG), Central Nervous System Vital Signs (CNS VS), and by measuring the changes 
of physiological vitals. The intervention consisted of 10 sessions for 40 participants separated equally into two 
groups. Significant results were achieved with improved core temperature (p = .002), finger temperature (p 
< .001), lower heart rate (p = .002), systolic (p = .003) and diastolic blood pressure (p = .001). The qEEG 
components significantly improved within standard ranges. An improved neurocognitive state was achieved in 
terms of CNS VS, with a decrease in depression (p = .003), anxiety (p < .001), and stress (p < .001). This study 
demonstrated that ISF neurofeedback training should be considered as a viable alternative that can be used 
concurrently with other insomnia treatment methods. 
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Introduction 

 
Sleep is associated with distinct and important 
physiological changes; however, it is often thought 
of as a nonactive phase during which individuals 
become rested. On the contrary, sleep is essential 
for general health and well-being and is a highly 
regulated, active process which involves various 
metabolic pathways (Carley & Farabi, 2016). 
 
Insomnia typically occurs when a metabolic pathway 
becomes dysregulated. Insomnia is categorized as a 
sleep disorder by the International Classification of 
Sleep Disorders (ICSD-3; Judd & Sateia, 2019), as 
well as the fifth edition of the Diagnostic and 

Statistical Manual of Mental Disorders (DSM-5; 
American Psychiatric Association [APA], 2013). 
Insomnia is characterized by the inability to fall 
asleep or to stay asleep despite having the 
opportunity for sleep, which results in daytime 
dysfunction. Due to inadequate quantity and quality 
of sleep, individuals present with fatigue, varying 
levels of irritability, poor work performance and 
daytime functional impairments (Devi et al., 2018). 
There are numerous models that describe the 
pathophysiology of insomnia, and include 
physiological hyperarousal; genetic, molecular, and 
cellular mechanisms; dysregulated 
electrophysiology; and behavioral and cognitive 
factors (Ban et al., 2011). 
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The management and treatment of insomnia is 
divided into nonpharmacological treatments and 
pharmacological therapies. A nonpharmacological 
treatment that is often utilized is cognitive behavioral 
therapy (CBT-I; Krystal et al., 2019). 
Pharmacological therapies include the use of 
medications from different classes such as 
benzodiazepines (Sieghart & Sperk, 2002), z-drugs 
(Krystal et al., 2019), melatonin receptor agonists 
(Mayer et al., 2009; Ng et al., 2017; Wing et al., 
2012), selective H1 antagonists (Krystal et al., 
2013), orexin receptor antagonists (Michelson et al., 
2014), antidepressants (Krystal, 2009), 
antipsychotics (Krystal, 2009), nonselective 
antihistamines (Morin et al., 2005), and 
anticonvulsants (Gajraj, 2007; Krystal et al., 2019; 
Rose & Kam, 2002). Unfortunately, pharmacological 
therapies have associated risks and side effects 
which may result in drug dependency. 
 
In an attempt to reduce pharmacological 
dependence, researchers have started to investigate 
alternative treatment methods such as 
neurofeedback. Neurofeedback is a modality of 
biofeedback that is focused on the brain and is 
based on scientific concepts developed in the 1950s 
to elicit conscious control over the autonomic 
nervous system (Demos, 2005). It is a noninvasive, 
nonpharmacological method that is used to alter 
underlying cognitions and behaviors based on 
brainwave abnormalities by using self-regulation 
(Enriquez-Geppert et al., 2017). Self-regulation of 
the brain’s wave patterns is learned through operant 
conditioning (Asher & Wierbowski, 2017). 
 
Neurofeedback encourages operant conditioning by 
pairing desirable and undesirable brainwave activity 
with a feedback signal such as visual and auditory 
feedback (Marzbani et al., 2016). Feedback is based 
on electrophysiological components, and rewards or 
punishments are awarded accordingly. Rewards are 
provided when the desired brain activity is achieved 
and is in the form of an auditory tone and 
continuation of visual video content. Punishments 
are provided when undesired brain activity occurs 
and is in the form of high or low auditory tones and 
dimming of visual video content (Marzbani et al., 
2016).  
 
The type of neurofeedback that was used in this 
research study is infra-slow fluctuation (ISF) 
neurofeedback training. ISF neurofeedback training 
is directed at the lowest frequencies that the brain 
produces, known as < 0.1 Hz (Smith, 2018b). The 
purpose of ISF training is to find the optimal 
frequency at which the subjects’ brainwaves are 

most balanced. This state of homeostasis refers to a 
state in which dysregulated brainwave 
characteristics such as amplitude, coherence, and 
deviancy of brainwave activity are improved within 
standard ranges and represent a balanced model of 
the brain as seen in a quantitative 
electroencephalography (qEEG) report. 
 
ISF training relies on cortical activation and induces 
shifts between the sympathetic and parasympathetic 
response (Peché, 2015). Previous research has 
demonstrated that ISFs originate from mechanisms 
at a local cellular level, mainly from neurons, glia, 
and blood components (Palva & Palva, 2012). 
Together, these ISF potentials reflect the working of 
underlying physiological networks by forming a 
superstructure of ISFs that regulate, integrate, and 
initiate decoupling between neuronal networks that 
are active. Therefore, during an ISF neurofeedback 
session this superstructure of neuronal networks is 
addressed and targeted by modification of the 
shared information associated between cortical 
areas (Smith, 2013). 
 
Each ISF neurofeedback session results in slow 
signal reinforcement within the brain which further 
produces behavioral changes and physiological 
improvements (Smith, 2013). By training the lowest 
energy levels of the brain, ISF neurofeedback can 
potentially coordinate the processes of the 
autonomic nervous system such as heart rate, blood 
pressure, blood flow, and digestion, and achieve a 
mental balance between calmness and being alert 
(Smith, 2018a). The reinforcement of regulated brain 
states promotes the readjustment of brainwave 
activity in various regions of the brain, and more 
towards the standardized baseline of activity levels 
(Smith, 2018a). After readjustment, the brain 
becomes more flexible to change to ensure 
appropriate responses to situations and the 
environment that can induce a fight-or-flight or rest-
and-digest activation (Smith, 2018a). 
 
However, ISF neurofeedback has only recently 
gained significant research interest; therefore, 
scientific publications and evidence of the 
mechanisms thereof are still scarce. Published ISF 
neurofeedback research areas include the effects 
thereof in ADHD, obesity, food addictions, anxiety, 
autism, and chronic pain (Balt et al., 2020; Collura & 
Frederick, 2016; Leong et al., 2018; Pigott & 
Cannon, 2014). Therefore, ISF neurofeedback was 
identified as the intervention method during this 
study, to demonstrate whether its effects can be 
applied to sleep disorders due to growing demands 
for alternative treatments. 
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Methods 
 
This research study was approved by the Faculty of 
Health Sciences, Masters and Ethics Committee 
(63/2020) of the University of Pretoria. Informed 
consent was obtained from all of the participants that 
were recruited. Participants were provided with a 
review session during which their results were 
discussed. 
 
Aim 
The aim of this study was to determine whether ISF 
neurofeedback training had a significant effect on 
qualitative electroencephalogram activity, CNS Vital 
Signs, and physiological vitals in participants with 
insomnia. 
 
Participant Criteria and Selection 
The research study was designed as a quasi-
experimental study with a control group. A total 
sample size of 40 participants was recruited. 
Participants were assigned to an experimental group 
(n = 20) or a control group (n = 20). Participants 
recruited for the experimental group were based on 
reports and diagnosis of insomnia by a clinical 
neurophysiologist or medical professional; whereas, 
the control group had to meet the criteria of being 
between the ages of 18 and 75, as well as agree out 
of their own volition to do neurofeedback training as 
required for the study. Participants were excluded if 
they had epilepsy, changed medication whilst doing 
ISF training, reported use of recreational drugs, or if 
participants were pregnant at the time of 
recruitment. 
 
Pre and Post Measurements 
Electrophysiological Properties. Participants of 
both the experimental and control group underwent 
a comprehensive 21-channel qEEG, pre and post of 
the 10 ISF neurofeedback sessions. The qEEG was 
completed with the BrainMaster Discovery 24 Series 
(BrainMaster Technologies, Inc., Bedford, OH), 
using sintered AgCl/Cl electrodes together with 
Ten20 conductive paste and Nuprep scrub to ensure 
the adhesiveness of the electrodes to the scalp. The 
international 10–20 system was followed for 
accurate electrode placement. The software that 
was utilized included Brain Avatar version 4.6.4. and 
qEEG-Pro, which provided an in-depth analysis of 
EEG components of interest such as: z-scores, 
deviant voxels, amplitude, and coherence (qEE-Pro, 
Netherlands). 
 
Neurocognitive Function. A Central Nervous 
System Vital Signs (CNS VS) assessment was 
completed online pre and post of the 10 ISF 

neurofeedback sessions to determine and evaluate 
the neurocognitive states of all participants (CNS 
Vital Signs, 2019). The assessment consisted of 12 
standardized tests assigned to the sleep protocol. 
The tests and questionnaires included the verbal 
memory test, visual memory test, finger tapping test, 
symbol digit coding, Stroop test, shifting attention 
test, continuous performance test, pain scale test 
(PST), Epworth Sleepiness Scale (ESS), Pittsburgh 
Sleep Quality Index (PSQI), Medical Outcomes 
Survey (MOS) and the Depression, Anxiety and 
Stress scale (DASS; CNS Vital Signs, 2019). 
 
Physiological Parameters. To determine the effect 
of ISF neurofeedback training within a single 
session, physiological vitals such as blood pressure, 
heart rate, core and finger temperature 
measurements were obtained pre and post each ISF 
neurofeedback session, for all participants. 
 
To improve the accuracy of the reading, blood 
pressure and heart rate measurements were 
obtained from the left arm twice, pre and post each 
ISF neurofeedback session. Measurements were 
obtained using a Clicks Extra-large Blood Pressure 
Monitor (Clicks, Cape Town, South Africa).  
 
Pre and post of each ISF neurofeedback session, 
participants were instructed to hold the sensor of the 
Stress Thermometer SC911 between their thumb 
and index finger for 30 s to obtain a finger 
temperature measurement (Bio-Medical Instruments, 
Inc., Clinton Township, MI). Core temperature 
measurements were made by the placement of the 
sensor underneath the arm in the armpit for 30 
seconds. 
 
ISF Neurofeedback 
For the purposes of this research study, ISF 
neurofeedback training required the use of 5 
sintered Ag/AgCl electrodes (Peché, 2018). The 
electrodes were connected to the BrainMaster 
Atlantis I (4 x 4) amplifier via a 2-channel input cable 
(BrainMaster Technologies, Inc., Bedford OH). The 
software that was used to set the training frequency 
was Brain Avatar version 4.6.4. A screen/monitor 
and a sound system were used to display video and 
audio, respectively. The audio of the movie together 
with the different reward and punishment tones were 
used for the ISF training. The active electrodes were 
placed at the T3/T4 sites on the scalp and are 
commonly used as the starting point for ISF 
neurofeedback training, which allows for training 
across the hemispheres. Furthermore, there were 
two reference electrodes placed behind each ear on 
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the mastoid bone and one ground electrode placed 
in the centre of the scalp, known as Cz. 
 
The training was initiated at a frequency of 0.0030 
Hz and if participants demonstrated or reported any 
physiological changes the frequency was changed 
to either a higher or lower frequency depending on 
whether the symptom reflected activation of the 
sympathetic nervous system or the parasympathetic 
nervous system, in increments of 0.0005 Hz.  
 
The auditory feedback was specific to each 
participant as it guided their brain toward the set 
frequency to achieve an overall balance of the 
brainwaves. The visual feedback was provided with 
a “Dimmer Window.” This dimmer screen dimmed 

the screen during neurofeedback training to provide 
a secondary feedback. The screen dimmed if the 
brainwaves fluctuated away from the desired 
baseline and encouraged the waves towards a 
balanced and regulated state. 
 
The ISF training session duration was 30 min in 
total, thereafter the participant had to report whether 
they experienced any symptoms after the training, 
within the first 24 hours. During every subsequent 
training session, shifts in frequency were made until 
a constant state of positive symptoms had been 
achieved at their determined optimum frequency and 
if the brainwaves were demonstrating improvement 
and stabilization in terms of EEG components. 

 
 
Figure 1. Research and experimental design. 
 

 
Statistical Analysis 
IBM SPSS Statistics version 26 was utilized to 
conduct the statistical analysis. The data obtained 
were analyzed by conducting descriptive statistical 
analysis together with nonparametric tests such as 
the Related-Samples Wilcoxon Signed Rank test. A 
comparison was completed between the groups for 
each measured component by an Independent-
Samples Mann-Whitney U test to determine if the 

groups responded in the same or different manner in 
response to the ISF neurofeedback training and to 
eliminate potential placebo effects. 
 

Results 
 
The experimental group (n = 20) consisted of 11 
females and 9 males, with a mean age of 34 years. 
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The control group (n = 20) consisted of 12 females 
and 8 males, with a mean age of 27 years. 
 
Physiological Vitals 
Table 1 represents the Related-Samples Wilcoxon 
Signed Rank test summaries and the significance 
level for the control and experimental groups by 
calculating the median difference of the measured 
vitals. Figure 2 (Graphs A–E) illustrates the mean 
differences achieved in both groups that are 
measured pre and post from the ISF neurofeedback 
training sessions. 
 
 
Table 1 
Vital Test Summaries 

Related-Samples Wilcoxon Signed Rank Test Summary 

 Vitals Test 
Statistic  

Standard 
Error 

Significance 
(p-value) 

C
O

N
TR

O
L 

G
R

O
U

P
 

Core 
Temperature 

4.000 26.786 < 0.001 

Finger 
Temperature 

0.000 26.786 < 0.001 

Heart rate 180.500 26.782 0.005 

Systolic blood 
pressure 

170.000 26.782 0.015 

Diastolic blood 
pressure 

145.500 28.847 0.042 

     

E
X

P
E

R
IM

E
N

TA
L 

G
R

O
U

P
 

Core 
Temperature 

20.000 26.786 0.002 

Finger 
Temperature 

1.000 26.786 < 0.001 

Heart rate 186.000 26.786 0.002 

Systolic blood 
pressure 

185.000 26.786 0.003 

Diastolic blood 
pressure 

198.000 26.784 0.001 

 
 
Both groups achieved significant p-values for all 
measured vitals that represent the change that 
occurred in the autonomic physiological vital 
functioning. The change in core and finger 
temperature demonstrate an increase in 
temperature after ISF neurofeedback training. This 
result illustrates a change in blood circulation based 
on stress levels. When a participant is stressed or 
tensed, blood circulation is directed to major organs 
and muscles due to vasoconstriction of blood 
vessels beneath the skin. Therefore, hands and feet 
are often cold when a participant is in a stressed 
state and a drop in temperature can be noted when 

measured at the extremities. When a participant is 
more relaxed, peripheral blood circulation is 
increased due to vasodilation of blood vessels and 
hands and feet become warmer. Therefore, an 
increase in the measured temperatures from the 
extremities can be expected (Bio-Medical 
Instruments, Inc., Clinton Township, MI). 
 
A significant change was achieved for heart rate in 
both groups. This difference represents an overall 
decline in heart rate from pre–post measurements. 
Therefore, participants demonstrated a lower heart 
rate after ISF neurofeedback training. 
 
 
Figure 2. Mean pre and post values obtained for core 
temperature, finger temperature, heart rate, systolic blood 
pressure and diastolic blood pressure from the control and 
experimental group during the course of 10 ISF 
neurofeedback sessions. 
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An overall decrease in systolic blood pressure was 
achieved from pre–post for both groups. A 
significant decrease in the diastolic blood pressure 
was also achieved. However, participants from the 
experimental group demonstrated higher prediastolic 
blood pressure in comparison to the control group. 
This difference in prediastolic blood pressure 
supports the insomnia pathophysiology model 
regarding altered blood pressure measurements 
which can result in an increased arousal state and 
ultimately insomnia symptoms (Zhang et al., 2014). 
 
The qEEG Components 
The qEEG components were analyzed pre–post in 
both eyes-open and eyes-closed states for each 
component separately, namely z-scores, deviant 
voxels, amplitude, and coherence. Previous EEG 
research studies concluded that eyes-open and 
eyes-closed conditions should be used as separate 
baseline resting states due to fluctuating dominancy 
of brainwaves in each state. During the eyes-open 
state, alpha brainwave activity is suppressed due to 
visual stimulation within the posterior cortical 
regions, whereas suppression in the delta and theta 
brainwave activity has been noted during eyes-open 
states in frontal and lateral regions of the brain (Kan 
et al., 2017). 
 
Z-Scores. A z-score represents a standardized 
value that corresponds with normal or abnormal 
brainwave activity and is categorized within standard 
deviations. For this z-score analysis, the aim was to 
determine whether z-scores for each brainwave 
significantly increased or decreased. The 
Independent-Samples Wilcoxon Signed Rank Test 
was utilized to determine the significance of the 
change measured pre–post from the ISF 
neurofeedback intervention. 
 
Table 2 
Z-Score Eyes-Open (EO) and Eyes-Closed (EC) p-values 

 Control Group Experimental Group 

Brainwave p (EO) p (EC) p (EO) p (EC) 

Delta 0.001 0.881 < 0.001 0.331 
Theta < 0.001 0.232 < 0.001 0.219 
Alpha 0.011 0.499 0.005 0.103 
Lo-Beta 0.001 0.191 0.003 0.600 
Beta < 0.001 0.017 0.005 0.121 
Hi-Beta 0.004 0.040 0.012 0.251 
Gamma 0.012 0.029 0.011 0.067 
Alpha1 0.012 0.469 0.011 0.192 
Alpha2 0.011 0.385 0.027 0.571 
 

C
 

D
 

E
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Significant results were achieved for all brainwave 
z-scores in both groups in the eyes-open state. This 
finding is indicative of z-scores decreasing within 
normal standard deviations. Significant findings in 
the eyes-closed state were only achieved for the 
control group’s z-scores of beta (p = 0.017), hi-beta 
(p = 0.040) and gamma (p = 0.029). Overall, the z-
scores in the eyes-closed state demonstrated little 
change, and more investigation is required to 
determine the full extent of ISF neurofeedback 
effects in both eye states. 
 
Deviant Voxels 
A deviant voxel represents the deviant percentage of 
a specific voxel within an array. In this study the 
brain was modelled as a three-dimensional array by 
qEEG-Pro and corresponded with 10–20 electrode 
placements. These placements further provided 
reference points from which deviant voxels can be 
measured. The deviant voxels for each brainwave 
were calculated cumulatively across the brain and 
the percentage measurement was utilized for 
analysis. The Independent-Samples Wilcoxon 
Signed Rank Test was utilized in both eye states to 
determine the significance of the measured changes 
in deviant voxels. 
 
As seen in Table 3, significantly improved results 
were achieved overall and for each brainwave in an 
eyes-open state in the control group.  
 
Table 3 
Deviant Voxels Eyes-Open (EO) and Eyes-Closed (EC) 
p-values 

Related-Samples Wilcoxon Signed Rank Test Summary 

 Control Group Experimental Group 

Brainwave p (EO) p (EC) p (EO) p (EC) 

Overall < 0.001 0.140 < 0.001 0.023 
Delta 0.001 0.161 < 0.001 0.100 
Theta 0.001 1.000 < 0.001 0.011 
Alpha 0.003 0.546 0.005 0.779 
Lo-Beta < 0.001 0.390 0.001 0.019 
Beta 0.002 0.104 0.001 0.007 
Hi-Beta 0.001 0.062 < 0.001 0.007 
Gamma 0.012 0.070 0.104 0.023 
Alpha1 0.003 0.456 0.015 0.793 
Alpha2 0.005 0.926 0.042 0.985 
 
 
These significant findings are indicative of a 
decrease in deviant voxel percentages. The 
experimental group displayed a similar trend with 

significant findings measured overall and in each 
brainwave except for the deviant voxel 
measurements of the gamma brainwave. 
 
There were no significant changes in the deviant 
voxel measurements obtained in an eyes-closed 
state from the control group. Significant eyes-closed 
results were achieved in the experimental group for 
the global overall (p = 0.023), theta (p = 0.011), 
lo-beta (p = 0.019), beta (p = 0.007), hi-beta (p = 
0.007) and gamma (p = 0.023) deviant voxel 
measurements. 
 
Amplitude and Coherence 
Amplitude refers to the size of the peak of the signal 
from each brainwave, measured in microvolts. 
Coherence refers to the similarity of the frequency of 
two signals and reflects how interconnected two 
sites in the brain are in terms of the information 
being shared between the sites (Warner, 2013).  
 
Amplitude and coherence measurements can be 
standardized into two categories of standard 
deviations namely, positive (+1, +2) and negative 
(−1, −2) deviations. The aim of the analysis was to 
determine if amplitude and coherence 
measurements shifted in standard deviations and 
moved towards the norm (0) by either demonstrating 
an increase in the first (+/−) standard deviation or a 
decrease in the second (+/−) standard deviation.  
 
The Related-Samples Wilcoxon Signed Rank Test 
was used in the analysis to determine the median 
differences for both (+/−) standard deviations of the 
amplitude and coherence measurements. As seen in 
Table 4, significant findings were achieved in the 
eyes-open state for the control and experimental 
group in all amplitude and coherence groups except 
for the category of: Amplitude %Z < −1 and 
Amplitude %Z < −2. Similar results were achieved in 
the eyes-closed state with the control and 
experimental group reporting significant findings for 
all amplitude and coherence groups except for the 
category of: Amplitude %Z < −1 and Amplitude %Z < 
-2.  This result is due to an overall pre- and post-
distribution within the positive (+1, +2) standard 
deviation categories, demonstrating that participants 
generally have high amplitude peaks instead of low 
amplitude peaks that are distributed across the 
brain. 
 
Coherence was measured to determine if ISF 
neurofeedback training is effective in improving 
coherence across all measured 10-20 sites and if 
there is any correlation with an improvement in 
insomnia symptoms. As stipulated, significant p-
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values were achieved for both groups in positive and 
negative standard deviation categories. This result 
indicates that coherence measurements became 
more distributed within the standard deviation 
categories. 
 
Table 4 
Amplitude and Coherence p-values 

Related-Samples Wilcoxon Signed Rank Test Summary 

 Control Group Experimental Group 

Amplitude (A) 
& Coherence 
(C) %Z 

p (EO) p (EC) p (EO) p (EC) 

A %Z > 1 < 0.001 < 0.001 0.002 < 0.001 
A %Z > 2 < 0.001 < 0.001 0.001 < 0.001 

A %Z < −1 0.465 1.000 1.000 0.258 

A %Z < −2 1.000 1.000 0.180 1.000 

C %Z > 1 < 0.001 < 0.001 0.019 0.010 
C %Z > 2 0.000 < 0.001 0.012 0.009 

C %Z < −1 < 0.001 < 0.001 0.019 0.002 

C %Z < −2 < 0.001 < 0.001 0.013 0.001 
 
 
CNS Vital Signs 
CNS Vital Signs were utilised to determine 
neurocognitive function pre and post of the ISF 
neurofeedback intervention. As seen demonstrated 
in Table 5, CNS VS component results were 
reported as standardized values and represent a 
level of neurocognitive function. The significance of 
the change measured from the standardized score 
was correlated with a p-value. 
 
Neurofeedback Symptoms 
The statistical analysis of the neurofeedback 
symptoms involved the analysis of the symptoms 
reported by the participants on the neurofeedback 
symptom report. Symptoms measured included 
emotional reactivity, emotional sensitivity, difficulty 
falling asleep, lack of deep sleep, agitation, 
sedation, physical tension, dizziness, nightmares, 
sugar cravings, appetite, headaches, nausea, 
diarrhea, and constipation. 
 
This analysis consisted of a cross-tabulation of the 
total count of reported cases for each symptom, the 
percentage thereof, together with the standardized 
residual value. The degree of the symptom was 
ranked in a range of 1–3, with 1 = no symptom, 2 = 
mild symptom , and 3 = severe symptom. 
 
 

Table 5 
CNS Vital Signs p-values 

Related-Samples Wilcoxon Signed Rank Test Summary 

CNS Vital Signs Component Control 
Group p 

Experimental 
Group p 

Neurocognition Index (NI) 0.002 0.005 

Composite Memory 0.197 0.670 

Verbal Memory 0.289 0.687 

Visual Memory 0.214 0.777 

Psychomotor speed 0.016 0.409 

Reaction Time 0.141 0.030 

Complex Attention 0.115 0.028 

Cognitive Flexibility 0.031 0.002 

Processing Speed 0.026 0.153 

Executive Function 0.021 0.002 

Simple Attention 0.054 0.598 

Motor Speed 0.765 0.708 

Pain Scale 0.014 0.010 

Epworth Sleepiness Scale 
(ESS) 0.182 0.214 

Duration of Sleep 0.102 0.011 

Sleep Latency 0.007 0.005 

Sleep Efficiency 0.131 0.022 

Need Meds to Sleep 0.317 0.039 

Sleep Disturbance 1.000 0.008 

Day Disfunction Due to 
Sleepiness 0.194 0.004 

Overall Sleep Quality 0.166 <0.001 

PSQI Total Score 0.032 <0.001 

Physical Functioning 0.453 0.440 

Role Functioning – Physical 0.167 0.836 

Role Functioning – Emotional 0.088 0.016 

Energy/Fatigue 0.073 0.017 

Emotional Well-being 0.070 0.014 

Social Functioning 0.005 0.107 

Pain 0.289 0.716 

General Health 0.137 0.265 

Health Change 0.928 0.175 

Depression 0.007 0.003 

Anxiety 0.005 <0.001 

Stress 0.027 <0.001 
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Most of the symptoms that were reported were 
within the first degree of the scale. Therefore, the 
severity of the symptoms experienced after ISF 
neurofeedback training were low with only certain 
symptoms being reported as severe, namely 
emotional reactivity (10%), difficulty falling asleep 
(30%), lack of deep sleep (30%), sugar cravings 
(10%), and diarrhea (10%) across both groups. 
 

Discussion 
 
Participants achieved improved regulation of ANS 
vitals as seen with the measurement results. Core 
temperature post measurements became distributed 
between 36.5˚C and 37˚C for both groups and 
demonstrated improved regulation in comparison to 
pre-measurements which were scattered between 
34˚C and 37.5˚C. Finger temperature measurements 
demonstrated both groups becoming more relaxed 
and improved regulation with shifts towards the 
parasympathetic response with post measurements 
ranging between 30˚C and 34˚C. Pre measurements 
achieved lower peaks in temperature between 25˚C 
and 30˚C and demonstrated that participants were 
likely to be more tense before the ISF 
neurofeedback training. 
 
Heart rate post measurements decreased within 
ranges of 60–80 beats per minute for both groups, 
whereas pre measurements ranged between 70–90 
beats per minute. Therefore, heart rate became 
more regulated after ISF neurofeedback training with 
healthier ranges which further demonstrated 
improved relaxation of participants. Post 
measurements of systolic blood pressure 
demonstrated ranges between 115–130 mmHg for 
both groups, in comparison to higher pre 
measurement ranges of 120–140 mmHg. 
Furthermore, diastolic blood pressure post 
measurements reached a peak at 70 mmHg for both 
groups, whereas pre measurements were scattered 
between 60–80 mmHg. Therefore, improved 
cardiovascular activity was achieved in terms of 
heart rate and blood pressure measurements for 
both groups. This outcome further demonstrated that 
ISF neurofeedback training can elicit a calming 
effect and improve vital function regulation in 
participants. 
 
The significant results achieved for core and finger 
temperature, heart rate, systolic and diastolic blood 
pressure are substantial as this confirms that ISF 
neurofeedback training impacts the regulation of 
autonomic functions of the ANS. Furthermore, these 
significant results support the findings of previous 
neurofeedback research in which researchers 

demonstrated that ISF neurofeedback training can 
regulate ANS functions by using peripheral 
biofeedback indicators (Balt et al., 2020). 
 
These ANS vital findings are of great significance as 
they provide a pathway for ISF neurofeedback 
training as a potential cotreatment for insomnia, as 
some models of pathophysiology suggest that 
individuals can develop insomnia due to a 
comorbidity such as elevated blood pressure or 
abnormal temperature regulation. 
 
Within the qEEG analysis, z-scores measured after 
the ISF neurofeedback intervention were 
significantly lower in both groups. This decrease in 
z-score values demonstrate that ISF neurofeedback 
training has the ability to train z-scores within 
standardized brainwave activity ranges and 
establishes a balanced overall state across all 
brainwaves. 
 
Significant findings were achieved for the deviant 
voxels for all brainwaves in the eyes-open state in 
the control and experimental group. No significant 
findings were achieved in the eyes-closed state for 
the control group. Significant results were achieved 
for only specific brainwaves in the experimental 
group, namely global overall, theta, lo-beta, beta, hi-
beta and gamma. A plausible reason for a significant 
change in deviant voxel activity in the previously 
mentioned brainwaves for the experimental group is 
that these brainwaves are mainly responsible for 
initiating slow wave activity (theta) that induces 
sleep and faster brainwave activity (lo-beta, beta, hi-
beta, gamma) that is required for day-to-day 
functioning. In the experimental group these 
brainwaves may be initially dysregulated as 
described in the pathophysiology model of 
dysregulated electrophysiology and creates 
symptoms of insomnia (Ban et al., 2011; Perlis et al, 
2001). 
 
Other qEEG components that play an important role 
with regards to the balance achieved between the 
various brainwaves is amplitude and coherence. 
Amplitude can be trained across brainwave 
bandwidths to improve asymmetries during ISF 
neurofeedback training. The measured amplitude 
results support the theory of hyperarousal and 
dysregulated electrophysiological properties 
associated with insomnia (Ban et al., 2011; Riemann 
et al., 2010). The analysis further demonstrated that 
amplitudes decreased from pre to post 
measurements. Amplitudes decreased within 
standard deviations and moved towards 
standardized norms for each participant’s age. 
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Therefore, amplitude measurements were 
distributed across the brain within standardized 
ranges after the ISF neurofeedback training 
intervention. 
 
Coherence refers to the interconnectivity and 
synchronization of the frequency of two signals 
between two sites in the brain (Warner, 2013). This 
measurement can be used to determine if regions in 
the brain are in a state of hypo- or hypercoherence. 
Hypocoherence is a state of poor intersite interaction 
and can result in poor efficiency of cognitive 
processes due to cortical regions being unable to 
connect and share information between sites; 
whereas hypercoherence refers to a rigid state 
where patterns of intersite connections become 
locked together. This results in the brain becoming 
dependant on the intersite patterns and ultimately 
only activating certain cortical structures and 
centers. The brain then becomes unable to process 
information efficiently and obstructs the formation of 
new neural connections (Warner, 2013). 
 
As stipulated, significant p-values were achieved for 
both groups in positive and negative standard 
deviation categories. This result indicates that 
coherence measurements became more distributed 
within the standard deviation categories. Thus, 
coherence measurements improved after the ISF 
neurofeedback intervention in both eye states with 
the control group reporting more instances of 
hypercoherence and the experimental group both 
hyper- and hypocoherence. 
 
CNS Vital Signs provided in-depth neurocognitive 
function reports of all participants pre and post of the 
ISF neurofeedback intervention. Significant p-values 
were achieved for various neurocognitive 
components as listed, but most importantly 
significant results were achieved for both groups in 
the Pittsburgh Sleep Quality Index (PSQI). Thus, 
both groups reported improved quality of sleep after 
10 sessions of ISF neurofeedback training. 
Furthermore, significant results were achieved for 
both groups in the Depression, Anxiety and Stress 
Score (DASS) test. Demonstrating improvements in 
depression, anxiety, and stress. The DASS results 
support previous research findings suggesting that 
ISF neurofeedback has the potential to be utilized as 
long-term treatment plans for depression, anxiety, 
and stress (Smith et al., 2014). 
 
To further improve the quality of scientific reporting, 
placebo effects were determined between the 
experimental and control group. All measured 
components were compared between the groups to 

determine if participants displayed similar trends in 
the effects of the ISF neurofeedback training. The 
Independent-Samples Mann-Whitney U test was 
used to statistically analyze the trends between both 
groups. No significant differences were achieved 
between the groups after the ISF neurofeedback 
training intervention took place. Therefore, no 
placebo effects were reported in this study, as both 
groups statistically displayed the same responses in 
effects after ISF neurofeedback training. 
 
In summary, the aim together with all objectives set 
out in the research protocol were achieved. 
Importantly, participants demonstrated improved 
qEEG and CNS Vital Signs outcomes with an overall 
improvement in the quality of sleep, ANS vital 
regulation such as heart rate, body temperature and 
blood pressure, as well as improved neurocognitive 
functions and a decrease in depression, anxiety, and 
stress. Therefore, ISF neurofeedback training has 
demonstrated its efficacy in improving qEEG activity 
together with neurocognitive factors which can aid in 
the improvement of insomnia symptoms in an 
insomnia cohort. 
 

Conclusion 
 
This study demonstrated that by using ISF 
neurofeedback training to improve vitals, 
neurocognitive functions and dysregulated 
electrophysiological brain activity, insomnia 
symptoms can be improved. Therefore, ISF 
neurofeedback training should be considered as a 
viable supplementary insomnia treatment that can 
be used concurrently with other treatment methods, 
which can reduce the dependence of 
pharmacological treatments. ISF neurofeedback 
training has demonstrated remarkable results in 
various areas of research and future research 
studies should continue to aim to include a variety of 
scientific principles to ensure that the validity of ISF 
neurofeedback training is upheld. 
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Abstract 

Introduction. The present study aimed to evaluate the effectiveness of neurofeedback (NFB) for the treatment of 
acquired cognitive impairment after brain tumor surgery. Methods. The patient was a 49-year-old bilingual African 
woman who underwent surgical craniotomy after a tuberculum sellae meningioma was diagnosed. Cognitive 
deficits were evident following post-surgical recovery, and therefore intensive NFB training consisting of 15 
sessions was carried out over a period of three weeks. Full neuropsychological testing and quantitative EEG 
analysis were performed before and after the training for outcome measurements. Results. The treatment 
resulted in improved attention and executive functions; specifically sustained, focused, and divided attentional 
abilities; cognitive flexibility, access to the lexical vocabulary, and a better processing speed. Analysis of the 
qEEG revealed an increased alpha peak frequency value and reduced delta/alpha ratio in frontal areas. The EEG 
examination revealed interhemispheric asymmetry after treatment. Conclusion. These findings suggest that a 
delta/alpha decrease might account for some clinical effects on cognitive abilities seen in a brain tumor resection 
survivor, reducing cognitive symptoms that can have a significant impact on daily life functions. Future studies on 
larger patients’ samples should clarify the feasibility of NFB protocols for patients with brain tumors. 
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Introduction 

 
Tuberculum sellae meningiomas (TSMs) are 
relatively common, accounting for 5 to 10% of all 
intracranial meningiomas (Goel et al., 2002; 
Nakamura et al., 2006). Located above the 
tuberculum sellae, suprasellar meningiomas occupy 
the posterior medial zone of the anterior cranial 
fissure and originate from the superior surface of the 
sphenoidal body, tuberculum or, possibly, the jugum. 

Due to their origin location, the prognosis of TSMs 
poses a special challenge because of their proximity 
to major arteries, visual pathways, and the 
hypothalamus (Ehresman et al., 2019). TSMs are 
frequently associated with changes in cognition, 
personality, and behavior before surgery (Abel et al., 
2016). Among others, the main clinical and cognitive 
features described in literature consist of sight 
deterioration or even blindness due to the 
compression of the optic nerve and chiasm, 
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impaired attention and executive functions (e.g., loss 
of concentration and generalized slowing of thought 
processes), as well as poor regulation of emotions 
and ensuing apathy, depression, and poor 
psychomotor speed secondary to frontal lobe 
compression (Abel et al., 2016; Bitter et al., 2013; 
Simoca et al., 1994; Tucha et al., 2000). Frontal 
lobes play an important role in the regulation of 
higher cognitive functions such as attention that can 
be classified as selective, divided, shifting; and 
executive functions encompassing a set of abilities 
serving to plan and evaluate effective strategies for 
problem solving (Battista et al., 2020, 2021). 
Attentional deficits can be completely or partially 
responsible for the observed impairment in working 
memory, learning, retention, perception, and 
problem solving; most of the cognitive disorders 
described in the TSM patients seem to be related to 
an increased reaction time. These cognitive 
symptoms can be present even after the surgical 
removal of the TSM and are one of the most vexing 
problems for survivors. If not addressed, they can 
evolve over time into cognitive phenotypes such as 
mild cognitive impairment (Cramer et al., 2019). 
 
The above-described clinical manifestations 
experienced by TSM survivors are reflected in 
electroencephalographic (EEG) changes. Electrical 
brain activity may be depicted by quantified 
electroencephalography (qEEG) as different 
frequency bands, associated with different mental 
states (Sanei & Chambers, 2013). Five main EEG 
frequency bands are described according to different 
frequency ranges and associated with distinct levels 
of activity: Delta waves (0.1–3.0 Hz), related to deep 
sleep; theta waves (4–7 Hz) related to drowsiness 
and meditation; alpha waves (8–12 Hz) related to 
vigilance and relaxed wakefulness; sensorimotor 
rhythm (SMR; 12.5–15.5 Hz) which is active when 
sensory or motor areas are idle; beta waves (13–30 
Hz) which range from focal attention and deep focus 
at low frequencies to emotional arousal and motor 
functions; and gamma waves (> 30 Hz) related to 
learning and higher cognitive processing (Sanei & 
Chambers, 2013). Variations of frequency rhythms 
such as increased focal slowing, a lower frequency, 
higher amplitude, greater persistence, wider 
distribution, beta asymmetry and epileptiform 
discharges can ensue after surgical TSM removal 
(Bartolomei et al., 2006; Beaumont & Whittle, 2000; 
Cobb et al., 1979; Derks et al., 2014; van Dellen et 
al., 2013). In particular, it has been shown that 
following a TSM resection, dramatic changes may 
occur in the EEG that can stabilize overall, leaving 
deficits that are difficult to define but usually consist 

of excessive theta/lower alpha waves (Rothoerl et 
al., 2003; Telera et al., 2012). 
 
After surgical meningioma resection, a regression of 
cognition and visual impairments can ensue (Di 
Cristofori et al., 2018; Zweckberger et al., 2017). 
According to Zweckberger et al. (2017), subjects 
with a diagnosis of TSM can spontaneously undergo 
a recovery from the cognitive deficits after 6–12 
months from surgery. However, this scenario is 
infrequent and, in most patients, cognitive deficits 
may persist up to four years after surgery if not 
properly treated (Barrash et al., 2020; Di Cristofori et 
al., 2018; Rijnen et al., 2019) and in some cases 
become irreversible, with an impact on levels of 
functionality (Krupp et al., 2009). 
 
Neurofeedback (NFB), or EEG-biofeedback, is a 
noninvasive intervention based on the principles of 
operant conditioning. It considers behavioral, 
cognitive, and subjective aspects as well as brain 
activity. In order to modulate the electrical activity of 
the brain, it provides real-time visual and auditory 
feedback to the patient, displaying moment-to-
moment information on the state of an individual's 
physiological functioning. The goal of this technique 
is to encourage the subject to learn to operate self-
regulation of the putative neural substrates 
underlying specific behaviors. It addresses several 
issues of brain dysregulation, involving training to 
reduce the excessive theta/lower alpha waves 
during attentional tasks that are responsible for 
reduced processing speeds, while enhancing beta 
activities (Hammond, 2011). Based on this 
feedback, various learning principles, and therapist 
guidance, changes in brain patterns can occur which 
are associated with positive changes in physical, 
emotional, and cognitive states. The patient is often 
not consciously aware of the mechanisms through 
which such changes are accomplished, although 
people routinely acquire the ability to sense these 
positive changes and are often able to access these 
states outside the feedback session. When provided 
with appropriate training by a professional, patients 
do not generally experience negative side effects. 
The studies conducted to date have promoted a 
better understanding of not only the efficacy of NFB 
but also of the underlying neural circuits related to 
the process of cerebral self-regulation. Reinforcing 
beta frequencies can increase attention and arousal 
in healthy subjects (Egner & Gruzelier, 2004). 
Research studies have demonstrated promising 
results of NFB intervention for epilepsy, psychogenic 
nonepileptic seizures, migraine, attention-
deficit/hyperactivity disorder (ADHD), traumatic brain 
injury, and affective disorders (i.e., Shakibaei et al., 
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2021; Sitaram et al., 2017). Few studies have yet 
investigated the effectiveness of NFB training in 
patients with cancer surgery sequelae (Hetkamp et 
al., 2019). The available records found 
improvements of cancer-related symptoms such as 
pain, fatigue, depression/anxiety, and sleep, 
ameliorating the quality of life (Benioudakis et al., 
2016; Gorini et al., 2015; Luctkar-Flude & Groll, 
2015; Patel et al., 2020; Prinsloo et al., 2017). 
 
NFB has not yet been studied in depth in adults with 
acquired cognitive impairment after brain tumor 
resection. To the best of our knowledge, only one 
randomized clinical trial has been conducted on 
brain tumor patients to investigate the effects on 
NFB training on cognitive impairments. No specific 
NFB treatment effects were found, but the patients 
were pediatric brain tumor survivors and were 
treated with radiotherapy and chemotherapy that 
may have influenced the results (de Ruiter et al., 
2016). Against this background of paucity of data 
about the application of NFB for cognitive 
impairment in adult brain tumor survivors, here we 
describe a case of an adult person with TSM 
postsurgery-acquired cognitive impairment, referred 
to our clinic for rehabilitation. We hypothesized that 
NFB training would improve objective measures of 
neurocognitive functioning as measured by 
neuropsychological testing. 
 

Material and Methods 
 
Clinical Case Presentation 
The patient was a 49-year-old bilingual (French and 
Italian) African woman, with 13 years of formal 
education and right-handed (Oldfield, 1971), who 
worked as a supermarket cashier and had lived in 
Italy since she was 20 years old. The woman 
presented a history of 4 days of headache, resistant 
to common painkillers, and progressive visual loss in 
the lower right eye. Due to these symptoms, she 
attended the Accident and Emergency department 
on November 8, 2020, where she underwent 
computerized tomography (CT) scans showing the 
presence of a TSM in the right fronto-parietal areas 
(Figure 1). Laboratory tests were also performed, 
and she was diagnosed with hypothyroidism, 
hypogonadotropic hypogonadism, and 
hyperprolactinemia likely due to TSM compression 
of the peduncle.  
 
The patient was hospitalized on November 11, 2020, 
at the Neurosurgery Unit of the Azienda Ospedaliera 
Policlinico of Bari with a diagnosis of hydrocephalus 
after the operation for meningotheliomatous 
meningioma of the tuberculum sellae, 

hypopituitarism, and a recent state of nonconvulsive 
disease from viral encephalitis. On the following day, 
after the preoperative examinations were completed, 
the patient underwent neurosurgical intervention of 
the left peritoneal ventricle derivation with a Hakin-
Cordis valve, calibrated at 170 mmH2O.  
 
 
Figure 1. CT scan of the patient showing a large 
tuberculum sellae brain tumor. 
 

 
 
 
The subject underwent craniotomy and resection of 
the TSM performed with a neuronavigation system 
and intraoperative neurophysiological monitoring. 
The awakening and postoperative course were 
unremarkable. On December 11, 2020, she was 
transferred to the intensive care unit of the Azienda 
Ospedaliera Policlinico of Bari, where she was 
monitored and underwent a percutaneous 
tracheostomy. When she woke up, she presented 
tetra hyposthenia. During this period, she suffered a 
critical episode followed by a comatose state and 
right cephalus-oculoversion. EEG was performed, 
suggestive of right focal nonconvulsive illness. She 
was then treated pharmacologically.  
 
During the postintensive care hospital stay, she 
underwent a brain CT scan showing a progressive 
reduction of the valve opening pressure, at that time 
set at 130 mmH2O. On January 7, 2021, the woman 
was admitted to our neurorehabilitation unit of the 
Maugeri Institute in Bari for intensive postacute 
inpatient rehabilitation treatment. On admission, the 
patient was alert and cooperative. She had poor 
autobiographical memory and was disoriented in 
time and space. She presented with flaccid tetra-
paresis, more severe on the right side; upper and 
lower limb osteotendinous reflexes were absent; and 
central palsy of the facial nerve was also present. 
Pupils were anisocoric for OD > OS with mydriasis in 
nonreactive OD. 
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Procedure 
 
The Neurofeedback Training 
The patient was treated in accordance with the 
ethical standards of the 1964 Helsinki declaration 
and its further amendments. At the beginning of the 
training protocol, the patient gave informed consent 
to the treatement after the nature and the goal of the 
NFB training had been explained.  
 
Besides the physical therapy (1 hour, twice a day) 
and the pharmacological treatment (Cortisone 25 
mg, Sodium Phenytoin 100 mg, and Escitalopram 10 
mg), the patient underwent a qEEG recording in 
resting condition and at pretraining and posttraining 
neuropsychological testing.  
 
A total of 15 sessions of NFB training were 
administered, each lasting 35 min, over a period of 3 
weeks at five sessions per week (early afternoon at 
the same hour). The participant was seated in a 
comfortable armchair, eyes open, and electrodes 
were applied. A Gold electrode applied with gel on 
Cz localization on the scalp was used as an active 
guide (according to the international reference 10–
20 system), grounded at the left and right earlobes. 
Impedance control for all channels was kept below 5 
kΩ. 
 
The NFB training consisted of the "beta/theta ratio" 
protocol, rewarding and encouraging 13–18 Hz 
brainwaves (low beta), while simultaneously 
discouraging 4–8 Hz brainwaves (theta) and 19–28 
Hz brainwaves (high beta) in Cz for 15 half-hour 
NFB sessions. The protocol employed visual–
auditory feedback to guide the patient to achieve an 
autonomous reduction of inattention and 
hypoarousal by inhibiting the theta (4–8 Hz) and 
high beta (19–28 Hz) frequencies and promoting 
(reward frequency) of low beta waves (13–18 Hz) as 
a feedback parameter, according to the existing 
protocol by Fuchs and colleagues (Fuchs et al., 
2003). To this purpose, the "boat race game" 
available on the BioGraph Infiniti software (Thought 
Technology, Montreal, Canada) was adopted. In this 
task, the participant is shown three boats; each 
corresponds and moves forward according to the 
theta, high beta, and low beta wave activity 
threshold, respectively. Feedback thresholds were 
set automatically for all three amplitudes in order to 
maximize rewards, thereby encouraging training 
while at the same time making real-time adjustments 
as the level of difficulty was gradually increased. 
 
The subject was instructed to make the low beta-
associated boat move forward while preventing the 

theta and high beta-associated boats from moving 
forward. Pleasant sounds and a green light 
rewarded the subject when the low beta boat 
reached the finish line, whereas an unpleasant 
sound and red light ensued when the associated 
theta and high beta boats reached the end. For the 
baseline EEG recording, as well as the NFB 
sessions, ProComp2 hardware and the Biograph 
Infiniti Suite 360 software (Thought Technology, 
Montreal, Canada) were used. 
 

Outcome Measures 
 
Neuropsychological Testing 
A neuropsychological evaluation was performed at 
the time of arrival (before the NFB training) and at 
the time of discharge (after the NFB training). Well-
validated, reliable, and widely used 
neuropsychological tests were selected to provide a 
comprehensive assessment of neurocognitive 
functioning (see Supplementary Material, 
Neuropsychological Testing and Table S1 for a full 
description of the protocol). When available, we 
used their parallel forms for the posttraining 
assessment in order to decrease practice effects 
without losing the gestalt of the measures 
administered. The following cognitive domains were 
evaluated: global cognitive functioning, verbal and 
visual memory, attention and executive functions, 
visuo-constructive abilities, language, functional 
assessment. Specifically, the Trail Making Test 
(TMT A-B; Giovagnoli et al., 1996) and the 
Attentional Matrices (Spinnler & Tognoni, 1987) 
were applied to measure attentional abilities such as 
sustained, divided attention and shifting processes; 
and the Stroop Color and Word Test (Caffarra et al., 
2002) and the Phonemic and Semantic fluency tests 
(Carlesimo et al., 1996) to measure cognitive 
flexibility, access to the lexical vocabulary, speed of 
processing, and inhibition components of executive 
functions. 
 
EEG Recording 
The pre- and posttraining EEG recordings were 
performed using a BE Plus PRO Standard (EB 
Neuro, Florence, Italy) device and EB Neuro Galileo 
software. A longitudinal 21 electrodes montage with 
bipolar derivation was used, in accordance with the 
international 10–20 system. Precabled EB Neuro 
headset channels of common reference EEG 
channels were recorded (Reference: Fz; Ground: 
Fz–Cz). Gold EEG electrodes fitted with 10 kΩ, 1-W 
current-limiting safety resistors were applied to Fp1, 
F7, T3, T5, O1, and the contralateral homologous 
channels. The sample rate of the signal was 256 Hz. 
The continuous EEG was processed with fast 
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Fourier transform (FFT). High frequency and notch 
filters were set at 50 Hz, while low frequencies were 
set at 1.6 Hz (TC: 0.1 sec). Trial conditions 
responses were tested with eyes open, eyes closed, 
and intermittent flashing light (SLI protocol 3–30 Hz). 
 
Quantitative Electroencephalography (qEEG) 
Measures 
Using a customized version of the method 
flt_clean_windows (BCIlab) to compute a moving 
windowed signal power, abnormal data with extreme 
magnitude from the continuous dataset were deleted 
to compute a moving windowed signal power. EEG 
1s windows segments were removed if their power 
exceeded the 90% distribution quantile. 
Synchronous increases in signal amplitude were 
detected using the difference between the superior 
and inferior envelopes following the shape-
preserving piecewise cubic interpolation (Butt & 
Brodlie, 1993), and EEG portions producing values 
greater than two standard deviations (in amplitude 
distribution) were removed. 
 
Power spectral density was computed for each 
channel by averaging periodograms of windowed 
signal sections, using the pwelch function in 
MATLAB (The Math Works, Natick, MA). The 
window length was 2 s (512 time points), and 8 min 
of artifact-free EEG data of the patient were used for 
power analyses. The power spectral density was 
analyzed before and after the treatment using EEG 
records with the same temporal and quality features. 
The average power spectrum density (PSD) across 
all scalp electrodes was defined as the overall scalp 
power spectrum. We computed the average PSD for 
the following frequency bands: delta (1–4 Hz) and 
alpha (8.1–14 Hz). The “area’s power spectrum” was 
defined as the mean PSD over adjacent electrodes 
within the following areas: frontal area (left side: 
Fp1, AF3, AF7, F1, F3, F5, F7; right side: Fp2, AF4, 
AF8, F2, F4, F6, F8), central area (left side: FC1, 
FC3, FC5, FT7, C1, C3, C5, T3, CP1, CP3, CP5; 
right side: FC2, FC4, FC6, FT8, C2, C4, C6, T4, 
CP2, CP4, CP6) and posterior area (left side: P1, 
P3, P5, T5, PO7, P03, O1; right side: P2, P4, P6, 
T6, PO8, P04, O2). 
 
Signal processing and analyses were performed 
offline using MATLAB with custom scripts based on 
the EEGLAB toolbox (Delorme & Makeig, 2004). 
The average power values were subdivided into the 
four bands (alpha, beta, delta, and theta) qEEG 
metrics. Only alpha and delta showed a sufficient 
numerical consistency to compute the spectral 
power. In addition, the delta/theta ratio (DAR), i.e., 
the ratio of mean scalp delta to alpha power, was 

calculated. Higher DAR scores indicate a higher 
EEG low-frequency activity (Finnigan et al., 2007). 
To assess specific cognitive functions, we 
separated, using digital postprocessing filters, the 
low beta waves or beta 1 (12.5–16 Hz, "beta 1 
power") from the middle-high beta power or beta 2 
(16.5–28 Hz). In addition, the power ratio index 
(PRI), consisting of the following equation PRI = 
(alpha + beta) / (delta + theta) was calculated to 
assess the shelving of the entire spectrum power. 
The total power was considered for each band as 
the arithmetic mean for the whole scalp. 
 
Signals Elaboration and Statistical Analysis 
The following formula was used to calculate the 
percentage of improvement during the 
neuropsychological tests: [(posttreatment − 
pretreatment) / pretreatment] * 100 (Benvenuti et al. 
2011; Shakibaei et al., 2021). According to this 
formula, an improvement by 50% or more, without 
any increased medication, is considered a clinically 
significant improvement (Blanchard & Schwarz, 
1988). 
 
Mean amplitudes (μV) were calculated for each 
band: alpha, beta, delta, theta, and beta/theta ratio. 
To assess the differences of mean amplitude of 
each waveband, we subdivided the biofeedback 
treatments into three groups of lengths, per 5 days 
of treatment (group 1 = days 0–5; group 2 = days 6–
10; group 3 = days 11–15). Normality of data was 
assessed and confirmed by Shapiro–Wilk test for the 
total distribution of alpha, beta, delta, theta, and 
theta/beta values for each day/treatment and across 
the lengths groups. Then we performed ANOVA 
analysis to assess any significant difference in 
amplitude trends across the three lengths groups 
and the 95% confidence intervals (CI). In addition, 
we built linear regression models to analyze whether 
the increase by day of treatment could predict the 
mean changes for every brainwave band, with 95% 
CI. All statistical analyses were performed using R 
software (Core Team 2013; R Foundation for 
Statistical Computing, Vienna, Austria). In addition, 
alpha, theta, delta, high/low beta DAR and PRI 
spectral power values (expressed as eigenvectors) 
were computed for the pretraining and posttraining 
EEG, to assess probable permanent quantitative 
permanent changes in the brainwaves before and 
after training, as described in the specific paragraph. 
 

Results 
 
EEG Measures 
Eye and head movements or muscle artifacts were 
removed after a visual inspection of EEG data, for 
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artifact exclusion. The spectral power scores 
resulting from the pre- and posttreatment qEEG 
power analysis are reported in Table 1. Only alpha 
and delta bands showed sufficient numerical 
consistency to compute the spectral power using 
absolute numerical eigenvectors for magnitude. We 
report the results considering also the ratios of the 

different bands. We found an increase of frontal 
alpha power and reduced DAR power in the frontal 
and posterior areas. No significant changes were 
found in theta and beta bands in resting state EEG 
examinations, as these remained stable across the 
assessments. 

 
Table 1 
EEG Power Analysis and Quantitative Electroencephalography (qEEG) Measures Pre- and Posttreatment 

 Frontal Central Posterior Total 

Band Pre Post Pre Post Pre Post Pre Post 

Delta 24.17 28.6 23.46 23.17 26.49 26.31 24.7 26.02 

Theta 1.42 1.49 1.65 1.78 1.14 1.42 1.40 1.56 

Alpha 4.92 6.21 5.47 5.47 5.01 6.92 5.13 6.21 

Beta 1.80 1.91 1.28 1.26 1.90 1.81 1.66 1.66 

Beta 1 1.99 2.61 1.32 1.39 1.81 1.91 1.70 1.97 

Beta 2 1.75 1.78 1.45 1.21 1.96 1.89 1.72 1.62 

Delta/Alpha Ratio 4.91 4.60 4.28 4.23 5.28 3.80 4.82 4.21 

Power Ratio Index 3.80 3.70 3.72 3.70 3.99 3.80 3.83 3.73 
 

Table 2 shows the comparison of average amplitude 
(μV) for each band, among the three treatment 
length groups (group 1 = days 0–5; group 2 = days 
6–10; group 3 = days 11–15). Beta amplitudes show 
a significantly increased trend across the lengths 
groups (p < .01), as in the linear model, for every 
day of treatment the beta amplitude increased on 
average by 0.46 μV (95% CI [0.41, 0.52]; Table 3).  
 
Table 2 
Description of the Whole Sample According to Treatment 
Length Groups 

 Treatment Length  

 
Days 
1–5 

Days 
6–10 

Days  
11–15 

p value 

Alpha 8.55 ± 
0.44 

9.06 ± 
0.87 

9.00 ± 
0.97 .38 

Beta 3.03 ± 
0.77 

5.86 ± 
1.06 

7.75 ± 
0.24 < .01 

Delta 15.14 ± 
2.31 

11.98 ± 
1.75 

9.18 ± 
0.58 < .01 

Theta 16.24 ± 
0.78 

12.68 ± 
1.68 

9.83 ± 
1.55 < .01 

Theta/Beta 5.72 ± 
1.75 

2.27 ± 
0.7 

1.27 ± 
0.22 < .01 

 One-way ANOVA  

 

Table 3 
Linear Regression Model on Collected Variables as 
Dependent Variable and Days of Treatment as Regressor 

 Coefficient Std Err 95% CI p value 

 Dependent Variable: Alpha 

Days of 
Treatment 0.04 0.05 [−0.05, 0.13] .37 

 Dependent Variable: Beta 

Days of 
Treatment 0.46 0.03 [−0.41, 0.52] < .01 

 Dependent Variable: Delta 

Days of 
Treatment −0.59 0.08 [−0.76, 0.43] < .01 

 Dependent Variable: Theta 

Days of 
Treatment −0.66 0.04 [−0.73, −0.59] < .01 

 Dependent Variable: Theta/Beta 

Days of 
Treatment −0.46 0.05 [−0.56, −0.35] < .01 

 
Delta, theta, and theta over beta ratio (TBR) bands 
showed a marked decreased trend in amplitudes 
among ordinal treatments lengths groups, all values 
being statistically significant (p < .01). The results 
were confirmed by linear regression models that 
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showed respectively that, for every day of treatment 
increase: delta had a predicted decrease by -0.59 
(95% CI [−0.76, −0.43]), theta by −0.66 (95% CI 
[−0.73, −0.59]), theta/beta by −0.46 (95% CI [−0.56, 
−0.35]) and SMR by −0.09 (95% CI [−0.11, −0.08]; 
Table 3).  
 
At the pretraining EEG examination, we found an 
asymmetrical plot on the temporal regions. 
Throughout the right hemisphere, we also found an 
inconsistent representation of slow waves, of the 
theta or delta band. In the temporo-parieto-occipital 
regions, the appearance of synchronous epileptiform 
graph elements (especially sharp-waves followed by 
slow waves) was observed. The representation of 

alpha sequences on the posterior regions was 
inconsistent. The posttraining EEG recording 
showed a basically symmetrical base path, with 
representations of alpha sequences on posterior 
regions. A scatter plot between days of treatment 
and collected variables displays the electrical activity 
changes in our patient over the 15 sessions (Figure 
2), featuring widespread representation of rapid 
rhythms, a subcontinuous persisting presence on 
the right temporal regions of slow waves of theta 
band, with the constant and more widespread 
appearance, on the same hemisphere, of theta 
waves (4–7 Hz) sequences, showing little tendency 
to a contralateral diffusion. 

 
 

Figure 2. Scatter plot between days of treatment and collected variables.  
 

 
 

Note. Whole sessions mean (μV) of theta (4–7 Hz), beta std. (13–21 Hz) and theta/beta ratio during 
NFB training obtained from BioGraph software trend report after artifacts rejection over the 15 
sessions. 
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The qEEG power analysis highlighted an increased 
delta activity in frontal regions (delta band 
pretreatment: 24.17 vs. posttreatment: 28.6), alpha 
activity in frontal regions (alpha band pretreatment: 
4.92 vs. posttreatment: 6.21) and in posterior 
regions (alpha band pretreatment: 5.01 vs. 
posttreatment: 6.92), while theta and beta bands 
remained stable. DAR appeared significantly 
reduced in posterior regions (DAR pretreatment: 
5.28 vs. posttreatment: 3.80) with a trend toward 
reduction in frontal areas but remained unchanged 
in central areas. 
 
Neuropsychological Profile Pre- and Post-NFB 
Training 
During the first neuropsychological examination, the 
patient appeared poorly oriented in regards to time, 
space, and autobiographical parameters. Her mood 
was apathetic and flat. On performance at the first-
level battery, her general cognitive efficiency was 
impaired (MMSE = 22/30; Cut-off < 23.8). A poor 
performance emerged from the screening evaluation 
of global executive function (FAB = 10/18; Cut-off < 
12.03), with a worse performance in the 
conceptualization and inhibitory control tests. The 
patient showed impairments in short-term and long-
term visuospatial memory, due to her compromised 
spatial exploration ability and the presence of 
constructional apraxia. Spontaneous speech was 
characterized by fluent language characterized by 
short but well-structured sentences; she presented 
several anomia and semantic paraphasias to the 
confrontation naming task. No difficulties were 
recorded at episodic memory tests, nor learning and 
recognition of new verbal information. Attentional 
abilities were limited, with amplified reaction times 
and long latency in answering questions. Difficulties 
in attentional-executive function appeared to be 
severe and critical. The speed of information 
processing, selective attention in the focused and 
divided component, sensitivity to interference, 
inhibition of automatic responses, and 
conceptualization of time were all compromised. She 
also showed a lack of cognitive flexibility based on 
external feedback and choice of strategies in verbal 
fluency tasks, with several episodes of 
perseverations, and difficulties in learning functional 
strategies. The scores resulting from the first 
neuropsychological evaluation are reported in 
Supplementary Material, Table S1. 
 
After 15 sessions of NFB training, the patient 
showed a reduction of the poor cognitive symptoms, 
with a qualitative improvement in the reaction times 
and attentional abilities. The posttraining 

neuropsychological assessment was administered 
after 3 weeks of NFB (Supplementary Material, 
Table S1). Compared to the performance at the 
pretraining assessment, her general cognitive 
efficiency had improved (MMSE = 26.89/30, Cut-off 
< 23.8), as well as global executive functionality 
(FAB = 14.20/18; Cut-off < 12.03), with worse 
performances registered in the conceptualization 
tests and mental flexibility. In addition, the results of 
pretreatment and posttreatment scores showed that 
the TMT A-B score decreased from 202 s to 88 s to 
complete the trial-A, decreased from 496 s to 212 s 
to complete the trial-B, and increased from 20.5 to 
40.75 for the Attentional Matrices Test. These 
results indicate an increase of 56.43%, 57.25%, and 
98.76%, respectively, in the attentional abilities after 
the training (Table 4). Moreover, we registered an 
improvement of her semantic fluency ability (the 
score increased from 10 to 25) and time to perform 
the Stroop Color and Word Test (the score 
decreased from 37.70 s to 20.72 s). These results 
indicate an increase by 81.22% and 98.9%, 
respectively, in two of the main components of the 
executive functions (access to the lexical vocabulary 
and speed of information processing) after the 
training (Table 4). At the behavioral level, 
perseverations appeared to a lesser extent and the 
patient showed much faster flexibility and reaction 
times. A latency in tasks that required more space 
exploration persisted. Concerning the other 
noncognitive areas, at the end of the rehabilitation 
cycle, the patient had successfully regained mobility, 
balance, and motor autonomy. 
 
 

Table 4 

Attention and Executive Functions Tests, Scores, and 
Percentage of Improvement of the Patient Pre- and Post-
NFB Training 

Neuropsychological 
Test 

Pre-
NFB  

Post-
NFB  

% 
Improvement 

Trail Making Test A 202 88 56.43 

Trail Making Test B 496 212 57.25 

Attentional Matrices 20.50 40.75 −98.78 

Stroop Color and 
Word Test – Time 37.70 20.72 97.70 

Semantic Fluency 10 25 60.00 
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Discussion 
 
NFB is known to act through thalamocortical 
regulatory systems and increase cortical excitation 
thresholds (Mayer & Arns, 2016). The 
neurobiological underpinnings of NFB are based on 
the promotion of “long-term potentiation” (LTP; 
Sitaram et al., 2017), which constitutes a central 
element for associative learning, involving glutamate 
NMDA receptors and other neurotransmitters such 
as dopamine (event-dependent). Learning is the 
result of the concomitant occurrence of a strong 
presynaptic and postsynaptic activity conveyed by 
the release of dopamine. Based on contingent 
feedback, dopaminergic projections to the striatum 
can modify behavior in response to salient stimuli. In 
our patient, NFB contributed to systemically 
enhance LTP in the disrupted frontal and parietal 
areas involved in the fulfillment of attentional and 
executive tasks (Alvarez & Emory, 2006; Ball et al., 
2011; Murray & Wojciulik, 2004), through their 
connections with the thalamus to regulate cortical 
arousal. Evidence regarding the positive effects on 
cognitive performance of NFB training is gradually 
emerging (Enriquez-Geppert et al., 2017). Recent 
studies testing NFB as a neurorehabilitation 
technique highlighted its efficacy on performance 
enhancement of several cognitive functions such as 
executive functions (Viviani & Vallesi, 2021), 
attention and memory (Yeh et al., 2020) in healthy 
individuals. Similarly, NFB seems to be effective in 
improving quality of life and as a 
nonpharmacological treatment for the relief of 
cognitive symptoms of many clinical conditions such 
as mild cognitive impairment (Trambaiolli et al., 
2021), poststroke (Renton et al., 2017), and 
traumatic brain injury (Ali et al., 2020). 
 
In the present case, the patient underwent a NFB 
training over 15 sessions. The results of this training, 
applied in a patient who had undergone right fronto-
parietal craniotomy, were analyzed to investigate the 
efficacy of NFB in a brain tumor survivor.  They 
reveal an improvement of attentional functions, 
selective, sustained, and divided attention and 
speed information processing, and improvements of 
executive functioning, specifically of cognitive 
flexibility and access to the lexical vocabulary, speed 
of information processing. These improvements 
were also mirrored in the functional autonomy of 
daily life, as the patient recovered her instrumental 
activities. Along with the clinical and 
neuropsychological outcomes, the 
neurophysiological brain activity changed across the 
sessions, as well as in comparison between before 
and after NFB training. In agreement with previous 

studies, the patient successfully learned to efficiently 
self-regulate her brain activity efficiently. In fact, 
statistical analyses revealed significant changes 
such as the augmented amplitude and percentage of 
beta bands across the sessions. On the contrary, 
slow wave activity, which was dominant in the first 
phase, as delta and theta bands, decreased 
significantly. No relevant differences in alpha activity 
were detected among the training sessions. The 
above-described neurophysiological changes 
support previous works which used the same 
protocol such as ADHD and demonstrated an 
improvement in attentional abilities (Van Doren et 
al., 2017). Importantly, the TBR amplitude dropped 
significantly over the weeks. The TBR was found to 
be negatively related to the executive control 
network but directly related to mind wandering and 
the default mode network (van Son et al., 2019). 
 
After the training sessions, analyses revealed 
consistent changes in task accomplishment, and the 
qualitative pre–post resting state qEEG showed 
different but not contradictory results. The qualitative 
qEEG comparison between the pre- and posttraining 
showed an increase in alpha waves and particularly 
in the frontal alpha band activity post-NFB training. 
Similar results have been reported in the literature, 
associated with positive cognitive outcomes (e.g., 
inhibitory control and shifting, attention, executive 
functions, abstract reasoning, nonverbal 
intelligence). Alpha activity is linked to vigilance, 
information and cognitive processing such as 
attentional and executive functions, as well as 
maintaining an optimal cerebral arousal state 
(Klimesch, 2012; Schleiger et al., 2014). In our 
patient, we also observed a reduced DAR in the 
posterior cortices. Such a result is coherent with the 
negative correlation between the posterior DAR and 
cognitive outcomes found by Schleiger and 
colleagues (Schleiger et al., 2014). High DAR values 
indicate excess in delta power and lower alpha 
waves associated with poorer functional and 
cognitive outcomes (Aminov et al., 2017; Finnigan et 
al., 2007; Finnigan et al., 2016; Schleiger et al., 
2014). No relevant changes were found in theta and 
beta bands in resting-state EEG examinations, as 
they remained stable across the assessments. 
 
Notably, the qEEG signals elaborations of beta 
waves revealed a trend toward change. In particular, 
low beta waves, associated with thinking, focusing, 
sustained attention, alertness, and excitement 
showed a slight increase in frontal areas (beta 1 
band pretreatment: 1.99 vs. posttreatment: 2.61) 
and a positive trend on global activity. On the 
contrary, high beta waves, linked to intensity, 
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hyperalertness and anxiety (Marzbani et al., 2016), 
showed a negative trend in global EEG measures. 
The limited increment of low beta waves could be 
explained by the fact that the waves appear when 
the subject is actively involved in a cognitive task 
and remains focused. For that reason, it is less likely 
to be detected during an EEG resting state. 
Moreover, as previously described by de Munck and 
colleagues, EEG wave bands are actively 
interdependent (de Munck et al., 2009). 
Consequently, the active training on low beta (13–18 
Hz) produced an increase of lower hertz such as 
alpha bands (8–12 Hz) in resting state. Similar 
results were described in a study on healthy 
subjects conducted by Jurewicz and colleagues. The 
authors demonstrated that beta band upregulation 
resulted in alpha and beta increases, but the 
amplitude increment was greater for the alpha than 
the beta band (Jurewicz et al., 2018). As suggested 
by the authors, the alpha band activity could 
exercise a cortical inhibitory effect to balance global 
activity when beta oscillations rise in amplitude 
(Jurewicz et al., 2018). 
 
To our knowledge, this is the first case report 
describing the efficacy of an intensive NFB training 
in a patient post-TSM resection. The data available 
on NFB training for cancer patients are scanty and 
mainly focused on pain, mood, and quality of life 
(Hetkamp et al., 2019). Few studies investigated the 
effects of NFB training on cognition in cancer 
patients, and most of these were survey self-reports 
(Alvarez et al., 2013; Luctkar-Flude & Groll, 2015; 
Sarvghadi et al., 2019). Above all, the high 
heterogeneity of clinical conditions and treatments, 
and the use of different outcome measurement 
tools, constitute a relevant limitation hampering the 
possibility of comparing the efficacy of protocols and 
approaches and making it difficult to compare the 
overall positive results. Furthermore, since cognitive 
impairment secondary to meningioma resections is 
the main clinical sequela (Cobb et al., 1979; 
Ehresman et al., 2019; Rothoerl et al., 2003; 
Zweckberger et al., 2017), further studies 
investigating NFB as a rehabilitation training of 
cognitive functions are warranted. 
 

Limitations and Future Perspectives 
 
Our study presents several limitations. Firstly, the 
concurrent antiepileptics medication might have 
played a role in the EEG wave symmetry; 
nevertheless, it is unlikely that pharmacological 
effects would be effective in such a short time, and 
they do not exert a role in hemispheric symmetry. In 
addition, the patient underwent motor rehabilitation 

to regain mobility, balance, and motor autonomy. As 
strongly documented in existing literature, physical 
activity exerts a central role in regaining bodily and 
cognitive functions, so we hypothesize that 
physiotherapy could have facilitated neural plasticity 
and played a role together with the NFB training (Ali 
et al., 2018). The reduced treatment time before 
discharge is an important limitation since it 
precluded the investigation of whether the patient 
would have continued to improve more or would 
remain stable.  
 
Uncertainty regarding the long-term effects of NFB 
training is an open issue. Regarding long-term 
effects, there is some evidence regarding the 
presence of a "homeostatic rebound" (or 
"homeostatic plasticity"; Marder & Goaillard, 2006), 
or the ability of neurons to regulate their own 
excitability relative to the activity of the circuit, after 
NFB training. It is unclear to what extent homeostatic 
plasticity impairs long-term changes in brain activity 
and behavior, as there is evidence that these 
changes can occur days, months, or even many 
years after training (Gevensleben et al., 2010; 
Harmelech et al., 2013; Megumi et al., 2015). In the 
case described, it would have been interesting to 
evaluate whether homeostatic plasticity appeared or 
not after one year from the treatment.  It has yet to 
be discovered whether the cognitive improvements 
remain stable over time. 
 
To conclude, NFB training requiring the active 
participation of the subject can offer the possibility of 
endogenously manipulating brain activity. There are 
still several open questions regarding NFB. Future 
studies should focus on the development of 
standardized protocols, as well as the understanding 
of interindividual differences in the achievement of 
self-regulation, learning abilities, and the possibility 
of generalizing the gain obtained during NFB training 
to everyday life. Given the paucity of studies in the 
literature on this topic, the present case illustrates 
the potential usefulness of NFB to improve cognitive 
impairment in TSM patients in the subsequent 
postoperative period. It is mandatory in the future to 
rule out any confounding of results by nonspecific 
training effects. 
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Abstract  

The combination of modern machine learning and traditional statistical methods allows the construction of 
individual regression models for predicting the blood oxygenation level dependent (BOLD) signal of a selected 
region-of-interest within the brain using EEG signal. Among the many different models for motor cortex, we chose 
the EEG Fingerprint one-electrode approach, based on rigid regression model with Stockwell EEG signal 
transformation, used before only for the amygdala. In this study we demonstrate the way of finding suitable model 
parameters for the cases of BOLD signal reconstruction for five individuals: three of them were healthy, and two 
were after a hemorrhagic stroke with varying degrees of damage according to Medical Research Council (MRC) 
Weakness Scale. The principal possibility of BOLD restoring using regressor model was demonstrated for all the 
cases considered above. The results of direct and indirect comparisons of BOLD signal reconstruction at the 
motor region for healthy participants and for patients who suffered from a stroke are presented. 
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Introduction 

 
There are certain advantages of combining 
functional magnetic resonance imaging (fMRI) and 
electroencephalographic (EEG) modalities. The 
EEG data has an excellent submillisecond resolution 
which allows for an adequate representation of rich 
temporal dynamics of the neural ensembles’ activity 
recorded from the scalp surface. The issues arising 
from the limited number of electrodes used to record 
2D signals and facial skin and muscles’ conductivity 
result in a limited spatial resolution of the signal and 
inadequate signal-to-noise ratio. This is also known 
as an ill-posed inverse problem of reconstruction of 
the source of EEG activity (Custo et al., 2014). FMRI 
allows to improve the spatial resolution to a 
submillimeter level, while temporal dynamics of the 
blood oxygenation level dependent (BOLD) signal is 
generally recorded with few seconds repetition time 
(Ogawa et al., 1990) . It should be noted that the 
BOLD signal does not directly represent a neural 

activity, but rather is a currently poorly understood 
combination of hemodynamic response and 
metabolic processes characterized by a relatively 
slow temporal dynamic (Logothetis, 2002). 
 
In addition, the analysis of BOLD signals reveals 
spatial patterns that are correlated by time and may 
represent functional connectivity (Beckmann et al., 
2005; Smith et al., 2009) . Lastly, it is a known fact 
that the parameters of the hemodynamic response 
function (HRF) differ depending on a certain brain 
area and varies from subject to subject (Handwerker 
et al., 2012). Thus, perspectives of studying 
dynamics of brain metabolic response on the smaller 
time scale will result in a better understanding of 
various basic brain processes. 
 
Traditional methods of EEG signal reconstruction 
using EEG band power-based regressors 
convoluted with the HRF do not fully reflect the 
whole picture of nuances and complexities of the 
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EEG phenomena (Laufs et al., 2003; Murta et al., 
2017; Yin et al., 2016). Due to limitations of the time 
scale and the number of available electrodes, as 
well as predetermined frequency ranges (e.g., alpha, 
beta, gamma, etc.), the resulting structure of the 
EEG becomes oversimplified (Marecek et al., 2016). 
The authors consider a model presented in the study 
by Meir-Hasson et al. (2016) to be one of the most 
promising models. A group of subjects underwent 
scanning during the so-called “emotional regulation,” 
and the resulting data showed the efficacy of the 
authors’ method of reconstruction of BOLD signal 
from the region of interest (ROI) based on EEG data 
recorded during the biofeedback (Keynan et al., 
2016, 2019). In the described approach, there were 
no limitations to HRF shape, and respective time 
delays were factored into the model. The authors 
used the Stockwell transformation (ST) of EEG 
signal followed by a down sampling of frequency in 
the time-frequency domain (Stockwell, 2007). The 
increase of the temporal resolution of reconstructed 
BOLD signal was discussed as a part of the model 
which created the possibility of better understanding 
its temporal dynamics. This method was claimed as 
a universal one that could be applied for various 
functional brain networks and, more importantly, 
allowed for the simulation of signal of intracerebral 
ROIs and not just cortical structures. 
 
However, to the best of our knowledge, the model 
was tested only for the amygdala; therefore, its 
versatility and applicability to other brain structures 
and predictive power in that case require further 
investigation. Several methodical issues such as 
specific frequency ranges, bands, electrodes, or 
other model hyperparameters are subject to further 
research and adjustment. The aim of the current 
study based on the aforementioned Meir-Hasson 
model (2016) was to investigate possibility and 
accuracy of the sensorimotor (SMR) BOLD signal 
reconstruction that reflects hand motion from EEG 
recordings. Relative homogeneity and simplicity of 
motor action should lead to effective prediction with 
adequate determination coefficients. We expect that 
in a case of motor area activity the predicted impact 
of specific EEG bands such as mu- and SMR-bands 
will be the greatest one. 

 
Methods  

 
Equipment, Materials, and Subjects  
The study was performed at the tomography center 
using an Ingenia magnetic resonance machine 
(Philips, Amsterdam, Netherlands) with a magnetic 
field induction of 3.0T equipped with iViewBold 
software for real-time fMRI results. A head coil with a 

slanting mirror based on dStream technology and a 
mobile pixels-compatible monitor (NordicNeuroLab, 
Bergen, Norway) were used. Reference anatomical 
images were obtained using the T1 Mapping 3D 
turbo field echo (TFE) method, TR (repetition time) / 
TE (echo time) = 7.5 / 3.7 ms with a field of view of 
250 x 250 x 180 mm3 and a reconstructed voxel size 
(3D image element) of 1 x 1 x 1 mm3. The 
reconstruction included the creation of three packs 
of slices oriented along the main orthogonal planes 
(Multiplanar Reformation Procedure [MPR], i.e., 
multiplanar reconstruction). The main working T2 
weighted images (T2WI) were obtained by the  
secure shell (SSH) protocol, Standard Portable 
Intermediate Representation (SPIR) echo planar 
imaging (EPI) method, TR / TE = 2500 / 35 ms with 
a sagittal orientation of a packet of 25 slices 5 mm 
thick and a field of view of 220 x 220 mm2, with a 
resolution on a 2 x 2 mm2 plane. The uniform 
distribution of the slices in the TR interval provided a 
constant recording rate of 100 ms per slice, and their 
nonstandard sagittal arrangement simplified the 
identification of target zones. The relatively large 
thickness of the slices made it possible to limit their 
number and achieve optimal sensitivity at a time of 
TE = 35 ms. BrainVision (Brain Products GmbH, 
Gilching, Germany) encephalograph and a BrainCap 
MR-compatible helmet for EEG BrainCap MR 
(EASYCAP GmbH, Wörthsee, Germany), 
32-channel/128-channel Ag/AgCl electrodes 
including the reference one, using an extended 
10-20 system, were synchronously monitored for 
electrical activity of the brain. An electrode for 
recording ECG was placed under the shoulder blade 
of the subject. Before placing the participants in the 
tomograph, the level of electrode impedance < 20 
kOhm was achieved. 
 
In total, five right-handed subjects took part in the 
experiment, see Table 1. Three of five subjects were 
healthy individuals (S1, S2, S3 in Table 1), two 
subjects had left-sided poststroke paresis (I1 and 
I2). Subject I1 had a mild motor impairment (4 points 
on the Medical Research Council Weakness Scale 
[MRC] for muscle strength assessment), subject I2 
had a severe motor impairment (2 points on the 
same scale). All study participants signed informed 
consent form approved by the local institutional 
ethics committee. 
 
The experiment included two phases. During the first 
phase, simultaneous EEG and fMRI signals were 
recorded at the tomography center. Each subject 
participated in a similar session: the EEG signal was 
recorded using BrainVision 32-channel system with 
a 5000 Hz sampling rate and 250 Hz bandwidth. The 
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experiment had a block design: each subject used 
his hand in response to the stimulus on the monitor 
screen (the task was to squeeze a ball for the entire 
duration of stimulus). During the session, time of 
stimulus presentation was equivalent to 25 s, 
followed by a rest period of the same duration, and 
the total number of scan recordings was 240 s; i.e., 
600 s per session, in total 24 blocks per session. 
This paradigm was repeated for the left hand only. 
The data obtained in each experiment (first phase) 
was subsequently used to build the EEG–fMRI 
regression model. 
 
 
Table 1 
Subjects’ Characteristics 

 Age MRC score* Sex 

S1 21 5 m 

S2 20 5 m 

S3 29 5 m 

I1 38 4 f 

I2 42 2 m 

 
 
The second phase of the experiment was conducted 
outside of the MRI scanner. Same subjects 
participated, and the second session of the first 
phase was executed with the same stimuli along 
with the recording of EEG data using Neuron-
Spectr-5 commercial electroencephalograph 
(Neurosoft, Ivanovo, Russia). In the experiment the 
MCScap textile cap (Medical Computer Systems, 
MCS, Moscow, Russia) with 30 removable passive 
Ag/AgCl electrodes was placed according to the 
10-20 system. Montage was referenced to Cz 
electrode. 
 
Signal Refinement EEG 
Recording EEG signal in the MR scanner is affected 
by gradient exposure due to the fast magnetic field 
alternations. The amplitudes of physiological 
component of the signal decline on a logarithmic 
scale, while prominence of the gradient (MR) 
component does not fade as fast. Thus, during the 
signal processing phase it is necessary to closely 
monitor the process of EEG signal refinement from 
MR gradient, so that the physiological component of 
the spectrum does not degrade. We used an 
EEGLab Software Package for that purpose 
(Delorme & Makeig, 2004). During the refinement 
process, Bergen plugin (Moosmann et al., 2009) 
was used for subtraction of the gradient artifacts, as 

well as Functional Magnetic Resonance Imaging of 
the Brain (FMRIB) plugin was applied for pulse 
artifacts removal (Iannetti et al., 2005; Niazy et al., 
2005) using standard settings. For the signal free of 
magnetic artifact, our cleaning procedure was close 
to the Makoto's preprocessing pipeline steps (Swartz 
Center for Computational Neuroscience, n.d.). To 
remove occasional large amplitude noise/artifact 
subspace reconstruction (ASR), clean raw data 
plugin was chosen (Chang et al., 2018). For the 
constant fixed source noise/artifact signals 
independent component analyses (ICA) was used, 
where an automatic classification label for 
independent components (IClabel) EEGLab plugin 
was run to classify which of the independent 
components had to be subtracted (Pion-Tonachini et 
al., 2019). All algorithms used have their inner 
parameters as the number of principal component 
analysis (PCA) components (FMRIB plugin) or level 
of probability (IClabel plugin); therefore, the cleaning 
procedure was done always under visual inspection 
of signal and its spectral characteristic. 
 
Analysis of fMRI Data  
Data in international DICOM imaging standard 
format were converted to Neuroimaging Informatics 
Technology Initiative (NIFTI) format using the 
MRIConvert utility (University of Oregon, Lewis 
Center for Neuroimaging, n.d.). To obtain BOLD 
signal the statistical parametric mapping (SPM) fMRI 
data analysis were used. Statistical analysis was 
performed in the SPM package (UCL Queen Square 
Institute of Neurology, n.d.). Standard settings were 
applied unless otherwise stated. The following 
processing steps were also performed: correction of 
mutual frame positions (Reslice) to eliminate the 
consequences of subjects’ head movements and 
time differences in obtaining individual slices (Slice 
Timing), coregistration of structural and mean 
functional images (Coregister), division into gray and 
white matter and areas of cerebrospinal fluid with 
simultaneous transformation to the standard MNI 
(Montreal Neurological Institute) coordinate space 
with an isotropic distribution of 2 mm (Segment, 
Normalize: Write) and smoothing (Smooth) of 
functional tomograms using a spatial filter with a 
Gaussian nucleus of half-height width 6 mm. At the 
individual level, tasks were modeled by conversion 
of the standard function of the hemodynamic 
response and the rectangular function 
corresponding to the work and rest blocks. The 
design also included additional regressors: head 
movement correction parameters (three axes of 
displacement and three planes of rotation) to 
eliminate corresponding noise. This stage also 
employed a high-frequency filter with a cutoff period 
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of 128 s. Final analysis based on t-statistic p < .05 
(fwe = 1e-5) were used to determine motor 
activation volume under block design consideration. 
The BOLD signal as the sum of those vowels were 
extracted for all participants in experiment. 
 
Model Description  
Availability of the signals with high spatial resolution 
(fMRI) and high temporal resolution (EEG) made it 
possible to build the model for BOLD signal 
reconstruction. It was shown by Meir-Hasson et al. 
(2014, 2016) that combining these two signals 
recorded from the amygdala, defining a connection 
mathematically, and then computing a regression 
model that predicts BOLD signal based on EEG data 
was possible. The certain steps to build such a 
model are shown in Figure 1. In the case of BOLD 
signal, the transformation procedure is rather trivial; 
the BOLD signal is normalized with a subsequent 
increase of the sampling rate to 4 Hz. 
 
Transformation of EEG signal should be performed 
keeping in mind temporal dynamics of the BOLD 
signal. Hemodynamic response value reaches its 
peak to 5- to 6-seconds point from the stimulus 
onset, the whole response is somewhat about 10 
seconds, and, strictly speaking, this function is 
heterogeneous with respect to a certain brain area. 
Thus, for the further EEG signal processing a 12-s 
time frame was selected for one of the electrodes for 
EEG signal with 80 Hz sampling frequency. For a 
better identification of the relevant EEG signal 

characteristics for a subsequent regression analysis, 
the 12-s frame was transformed into a time-
frequency region using Stockwell transformation 
(ST) procedures implemented in the MNE-Python 
package (Gramfort et al., 2013).  
 
To reduce number of the signal characteristics, the 
frequency band was limited to 30 Hz, and then 
divided into three frequency unknown subbands (to 
be found). In the time region the sampling rate was 
reduced from 80 Hz to 4 Hz, while the BOLD signal 
had the same frequency. After all transformations 
(five steps), one time frame of EEG signal resulted 
into a total of 144 parameters (12 s x 4 Hz x 3 
bands) that could be used as a vector of 
independent values for the ridge regression (Figure 
1); i.e., to one value of the BOLD signal. Moving the 
whole 12-s time frame by 0.25 s, other 144 
parameters (regressors) of transformed EEG signal 
can be used with the next value of the BOLD signal. 
The BOLD signal in this case is a dependent 
variable. 
 
Optimizing Model Hyperparameters  
At the beginning of the construction of the model, it 
was decided to limit the frequency band of the EEG 
signal to 6–30 Hz and consider only three subband 
frequency intervals. Thus, the model is characterized 
by nine unknown hyperparameters including: width – 
ST transformation coefficient; alpha – ridge 
regression coefficient; electrode; and six frequency 
parameters that define three subfrequency intervals. 

 
 

Figure 1. Steps Required for the EEG Signal Transformation. 
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Results 
 
Building Individual Models 
The subjects performed the motor task "squeeze the 
ball" with a simultaneous recording of the fMRI and 
EEG signals. During the first phase, after removal of 
tomographic and miscellaneous artifacts from the 
data, a regression model for each subject was 
created for two halves of experimental data. Prior to 
BOLD signal reconstruction with a commercial 
electroencephalograph, we estimated the accuracy 
of the model using the r2 metric for all subjects. 
 
Electrode Selection, Alpha and ST Width  
The procedure for determining the required values of 
hyperparameters was as follows. At the first stage, a 
restriction was introduced on the number of 
subfrequency intervals, namely, one frequency 
interval of 9–25 Hz was selected related to SMR 
activity, including classical mu-rhythm and upper 
beta rhythm (Emmert et al., 2016). The values of the 
ST width parameter and the alpha parameter of the 
ridge regressor were sorted out for each electrode. 
The model building process went through the cross-
validation procedure with k-fold = 10. Data set was 

split into k = 10 consecutive folds (without shuffling). 
Then each fold was used as a validation set once 
while the k − 1 remaining fold formed the training 
set. The overall model was optimized as the mean of 
five subjects. The following task was set: for each 
value of alpha, ST width and electrode to find such 
values of the coefficient regression models that 
gives the maximum values of the correlations of the 
summary model: 
 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒𝐺(𝑓1, 𝑓2)

= 𝐶𝑜𝑟𝑟(∑𝑅𝑖𝑔𝑖𝑑𝑖(𝑓1, 𝑓2)
5

𝑖=1

)∀𝑎𝑙𝑝ℎ𝑎, 𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒, 𝑤𝑖𝑑𝑡ℎ 

 
where 𝑅𝑖𝑔𝑖𝑑𝑖(𝑓1, 𝑓2) is the individual ridge regressor 
model. 
 
As expected, the best electrode for constructing a 
model for left-hand movement was C4 contralateral 
electrode located closest to the motor region of the 
right brain hemisphere; 0.1 width ST; and alpha 
20.000 (see Figure 2). 

 
 

Figure 2. The upper part represents the classifier work for each of 30 electrodes for each 
subject; the lower part is a contrast map for the C4 electrode of the summary model 
depending on ST width and alpha. 
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Frequency Sub-Bands Selection  
At the second stage for the further optimization of 
previously found hyperparameters C4 electrode, 0.1 
width ST, and alpha 20000 with three subfrequency 
intervals were used, giving six unknown variables. 
To search for a set of hyperparameters that would 
produce the best results the Hyperopt optimization 
library was chosen (Bergstra et al., 2013), that is 
faster than a simple grid search. 
 
The optimization procedure was applied 
simultaneously to five subjects. The number of 
iterations was 5000. The BOLD signal obtained 
directly from fMRI data by extraction of the voxel 
intensities described earlier is highlighted orange. 
The BOLD signal obtained as a result of 
reconstruction is shown in blue; the resulting model 

from the first half of the experimental data was 
applied to the EEG signal of the second half of the 
experimental data. This procedure for constructing a 
model with its subsequent verification with a real 
BOLD signal was applied for the model obtained 
from the data of the second half of the experiment. 
 
Frequency bands for the best result were found to 
be, consequently, 8–12, 12–14, and 16–22 Hz. 
Thus, a complete set of nine hyperparameters was 
found, which made it possible to start building 
individual models. The result of applying individual 
model to the selected frequency band (8–12, 12–14, 
16–22 Hz) is shown at Figure 3. The correlation 
values are shown in Table 2.  
 

 
 
Table 2 
Statistically Significant Values of the Correlation Coefficients for 10 Randomly Constructed Models for the Subjects (Train / 
Test Split). Part I – The Model was Built from the First Half of Data, Part II – From the Second Part of Data. 

 Part I Part II 

 S1 S2 S3 I1 I2 S1 S2 S3 I1 I2 

1 0.74 0.81 0.52 0.85 0.45 0.79 0.61 0.69 0.85 0.73 

2 0.63 0.81 0.64 0.83 0.47 0.78 0.62 0.73 0.81 0.70 

3 0.69 0.87 0.59 0.78 0.43 0.75 0.66 0.75 0.87 0.71 

4 0.70 0.86 0.65 0.86 0.46 0.74 0.69 0.80 0.78 0.61 

5 0.76 0.85 0.60 0.82 0.55 0.79 0.68 0.72 0.79 0.66 

6 0.71 0.82 0.53 0.83 0.47 0.74 0.67 0.79 0.82 0.66 

7 0.58 0.82 0.57 0.79 0.52 0.73 0.65 0.75 0.84 0.71 

8 0.76 0.83 0.63 0.78 0.38 0.78 0.67 0.75 0.87 0.75 

9 0.65 0.83 0.51 0.77 0.50 0.80 0.56 0.80 0.78 0.71 

10 0.72 0.84 0.68 0.80 0.39 0.76 0.60 0.72 0.86 0.67 

mean  0.69 0.83 0.59 0.81 0.46 0.77 0.64 0.75 0.83 0.69 
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Figure 3. Results of Direct Comparison of Reconstructed BOLD Signal (Blue) with the Real One (Orange) for Five 
Subjects S1, S2, S3, I1, I2 from Top to Bottom.  
 

 
 

Note. On the left 1.a) the model was built according to the first half of experimental data, on the right 1.b) according to the 
second half of data. 2.a), the individuals’ models with three selected frequency bands were built according to the first half 
of experimental data, 2.b) according to the second part of data.  

 
 
Reconstruction of BOLD-Dependent EEG Signal 
Building Pseudo-BOLD Signal 
The same subjects further underwent a second 
session outside the scanner with not MR- 
compatible electroencephalograph Neuron-Spectr-5 
used for the signal recording and for implementing a 
previously created model. 
 
Due to the absence of the BOLD signal, it was not 
possible to directly compare the predicted BOLD 
signal with the real one. An averaged BOLD signal 
curve based on the analysis of actual BOLD signals 
was introduced, the middle point of which matched 
the label of the end of hand motor task (Figure 4). 
Correlation coefficient between this pseudo-BOLD 
signal and the reconstructed BOLD signal was 
accepted as an estimated metric of likelihood. 
 
Figure 4. Model of the BOLD signal and its BOLD 
reconstruction. 

 
 
Note. By labels, i.e., the moment when block associated 
with movement starts (dash lines). Left: the real BOLD 
signal; right: the signal reconstruction based on labels. 

Reconstruction  
Previously constructed individual regression models 
were applied to the EEG signals recorded with a 
commercial electroencephalograph. The result is 
presented in Figure 5, where reconstructions of 
BOLD signals built according to individual models of 
subjects according to data obtained with a 
commercial electroencephalograph are shown. 
 

Figure 5. Reconstruction of the BOLD 
Signal by the EEG pattern. 

 

 
Note. Only reconstruction marked by 
asterisks from Table 3 are shown. 
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Orange color shows the model BOLD signal 
reconstructed by event labels. They cannot be 
compared directly; however, the shape time points 
of the signal values that increase and decrease in 
five experiments appear to be very similar to the 
normal dynamics of the BOLD signal registered in 
the MR scanner. 
 

More information on reconstruction is presented in 
Table 3. Left column indicates patients depending 
on I or II part of data. Columns M(I2), M(I1), M(S1), 
M(S2), M(S3) show individual regression models for 
patients S1, S2, S3, I1, I2, where letter M is reserved 
for model. Channel columns (CH) represent EEG 
recording channels used for BOLD reconstruction for 
patients S1, S2, S3, I1, I2. 

 
 
Table 3 
Correlation Coefficients Between the Reconstructed Signal and the Corresponding Pseudo BOLD Signal.  

Model/ 
Patient M(I2) CH M(I1) CH M(S3) CH M(S2) CH M(S1) CH ∑ 

S1(1) 0.29 C4 0.68 C4 0.35 C4 0.80 C4 0.80* C4 3 

S1(2) 0.26 C4 0.69 C4 0.32 C4 0.78 C4 0.78 C4 3 

I1(1) 0.57 C4 0.72* C4 0.57 C4 0.68 C4 0.68 C4 5 

I1(2) 0.61 C4 0.60 C4 0.52 C4 0.65 C4 0.65 C4 5 

S2(1) 0.35 C4 0.66 C4 0.37 C4 0.73* C4 0.73 C4 3 

S2(2) 0.29 C4 0.63 C4 0.31 C4 0.81 C4 0.82 C4 3 

I2(1) 0.57* CP2 0.72 CP2 0.57 CP2 0.68 CP2 0.68 CP2 5 

I2(2) 0.61 CP2 0.60 CP2 0.52 CP2 0.65 CP2 0.65 CP2 5 

S3(1) 0.52 C4 0.66 C4 0.47* C4 0.75 C4 0.75 C4 4 

S3(2) 0.40 C4 0.67 C4 0.42 C4 0.69 C4 0.69 C4 3 

∑ 5  10  4  10  10   

Note. p < .001 according to the correlation coefficients with n = 958. 
 
 
Analysis of Results  
From Table 3 it can be concluded that there are 
universal models that can be used for different 
subjects. Specifically, application of the I2 model (1) 
in brackets is indicated for which half of the data the 
model was built and allowed obtaining the BOLD 
reconstruction signal for all five subjects with a 
correlation coefficient greater than 0.5. At this stage 

it is not clear to what extent this model can be used 
to the greater area due to the lack of the data 
(subjects) to make statistically significant 
conclusions. 
 
Subject I2 demonstrated good reconstruction signal 
at the CP2 electrode, but not at C4 as was 
expected. As this electrode is close to the motor 
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area, it can be assumed that the EEG cap was 
applied incorrectly so the electrode may have 
shifted. To avoid such problems in the future, we 
plan to record the coordinates of the electrodes. 
 

Discussion  
 
The new tendencies in the neurological research 
originate from the desire to preserve the benefits of 
the fMRI-EEG data without using MR scanner. This 
research task is labeled as a problem of the BOLD-
dependent EEG. Some research studies involving 
simultaneous records of fMRI and EEG signals 
utilize EEG spectral features that may be useful in 
predicting specific BOLD dynamics (de Munck et al., 
2009; Goense & Logothetis, 2008; Goldman et al., 
2002; Kilner et al., 2005; Mantini et al., 2007; Murta 
et al., 2015; Rosa et al., 2010; Wan et al., 2006). 
Such innovation necessity is motivated by the 
immobility and the cost of bimodal platform. Current 
studies attempt to retain its advantages outside the 
scanner and produce a “shadow” copy of fMRI using 
the BOLD-dependent EEG. The key idea is to use 
the obtained data on fMRI-EEG interdependencies 
with a modern commercial electroencephalograph. 
 
Our study of SMR cortex BOLD signal prediction 
using EEG signal was based on the EEG-channel-
specific BOLD prediction technique described in the 
articles by Meir-Hasson et al. (2014, 2016). Unlike 
the original study, the motor region of the cortex 
responsible for the real movements was chosen. To 
the best of our knowledge, there were not published 
any similar studies targeted to any cortical region of 
the brain except of amygdala. Despite the fact that 
this approach suits to different brain structures, it is 
necessary to adjust unique model hyperparameters; 
namely, certain electrodes, division of the EEG 
spectrum into frequency bands, providing the best 
reconstruction of the BOLD signal, ST width 
parameter, and, finally, rigid regressor alpha 
parameter. Indeed, the results of our study confirm 
the effectiveness of this approach and demonstrate 
that BOLD signal reconstructions by EEG have 
statistically significant levels of correlation 
coefficients with “ground truth” real and pseudo-
BOLD signals. This means that the technique allows 
to avoid or significantly limit the usage of MR 
scanner without dramatic loss of quality of the 
reconstructed BOLD signal and to maintain its 
spatial precision in certain tasks. 
 
In this study the individual EEG-fMRI models were 
built for each participant. A total of five subjects took 
part in the experiment. Three of them were healthy, 

one had a mild motor impairment, and one was with 
a severe poststroke motor impairment.  
 
This article describes the procedure for obtaining 
hyperparameters needed for building a regression 
model for reconstruction of BOLD-dependent signal 
by EEG pattern that is valid for all five subjects. A 
direct comparison of the BOLD reconstruction with a 
real statistically significant correlation coefficient was 
carried out (9 of 10 comparisons have correlation 
coefficients more than 0.59, including a patient with 
severe paresis). An indirect comparison of data 
obtained on a commercial electroencephalograph 
showed correlation coefficients greater than 0.5 for 
all subjects. For patient I2, according to indirect 
comparison, the best electrode was found to be not 
C4, but CP2. A possible reason is different sizes of 
the cap used at the tomographic center where data 
in bimodal EEG + fMRI mode were obtained, and 
the cap used at the clinical electroencephalograph. 
To avoid this problem, it is planned to record 
coordinates of the electrodes in the future. 
 
The next step is moving away from individual models 
to a small number of universal ones (or even to one 
model fitting all) and thus limiting the use of the 
fMRI. According to data from Table 3, we may 
assume that this is possible. At this stage, the 
number of subjects was not sufficient to provide a 
statistically significant answer. Differences in 
individual physiological characteristics of participants 
make the construction of such models a complicated 
task. There are already proposed techniques such 
as hierarchical cluster analysis to overcome these 
difficulties (Meir-Hasson et al., 2014, 2016; Wei et 
al., 2018).  
 
As there are no methods of direct comparison of the 
reconstructed BOLD signal with a real one when 
only one electroencephalograph is used, it is 
planned to include objective monitoring tools (EMG 
sensors) in our future experiments. However, some 
open questions remain: the applicability of the model 
for different temporal designs, the relationship of 
hand’s pressing force and ball manipulation, and 
model’s adequacy in case of motor imaging. 
 
The long-term goal is a usage of the BOLD-
dependent EEG in the rehabilitation of people who 
suffer from a stroke that resulted in damage of the 
motor area. There is a need to improve the existing 
ineffective paradigm of neurorehabilitation which 
results in up to 44% of disability after stroke (Katan 
& Luft, 2018). We hope that the technologies for 
reconstructing the BOLD using one or only a few 
EEG electrodes will potentially make it possible to 
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significantly simplify and reduce the cost of 
rehabilitation of this category of patients using 
BOLD-dependent EEG as a competitive recovery 
monitoring tool. 
 

Conclusion 
 
Demonstration of the possibility of restoring the 
BOLD-dependent signal, not only in healthy subjects 
but also in the patients with stroke, shows that this 
approach can be applicable to people with damage 
to the motor regions of the brain. The question of 
how static the obtained models are and whether 
they can be applied at the entire stage of 
rehabilitation of poststroke patients remains open, 
as well as the question of building universal models. 
 
Our findings demonstrated that the model proposed 
by Meir-Hasson et al. (2016) and the hypothesis of 
its universality with respect to different brain 
structures are generally correct and may be used at 
least for the SMR cortex, although some additional 
tuning of frequencies and subband selection 
procedure, as well as different electrode should be 
used in this case. 
 
Author Acknowledgement 
Sponsored by Russian Science Foundation grant N 
21-15-00209. 
 
Compliance with Ethical Standards 
Conflict of Interest. None of the authors have 
potential conflicts of interest to be disclosed. 
 
Ethical Approval. All procedures in this research 
study were performed in accordance with the ethical 
standards compliant with the 1964 Helsinki 
declaration. Signed informed consent approved by 
the Federal Research Center of Fundamental and 
Translational Medicine Ethics Committee was 
obtained from all individuals who participated in the 
study. 
 

References 
 
Beckmann, C. F., DeLuca, M., Devlin, J. T., & Smith, S. M. 

(2005). Investigations into resting-state connectivity using 
independent component analysis. Philosophical Transactions 
of the Royal Society of London. Series B, Biological Sciences, 
360(1457), 1001–1013. https://doi.org/10.1098 
/rstb.2005.1634 

Bergstra, J., Yamins, D., & Cox, D. D. (2013). Making a science of 
model search: Hyperparameter optimization in hundreds of 
dimensions for vision architectures. Proceedings of the 30th 
International Conference on Machine Learning (ICML 2013), 
28, 115–123. 

Chang, C.-Y., Hsu, S.-H., Pion-Tonachini, L., & Jung, T.-P. 
(2018). Evaluation of artifact subspace reconstruction for 
automatic EEG artifact removal. 2018 40th Annual 

International Conference of the IEEE Engineering in Medicine 
and Biology Society (EMBC), 1242–1245. https://doi.org 
/10.1109/EMBC.2018.8512547  

Custo, A., Vulliemoz, S., Grouiller, F., Van De Ville, D., & Michel, 
C. (2014). EEG source imaging of brain states using 
spatiotemporal regression.  NeuroImage, 96, 106–116. 
https://doi.org/10.1016/j.neuroimage.2014.04.002  

de Munck, J. C., Gonçalves, S. I., Mammoliti, R., Heethaar, R. M., 
& Lopes da Silva, F. H. (2009). Interactions between different 
EEG frequency bands and their effect on alpha-fMRI 
correlations. NeuroImage, 47(1), 69–76. https://doi.org 
/10.1016/j.neuroimage.2009.04.029   

Delorme, A., & Makeig, S. (2004). EEGLAB: An open source 
toolbox for analysis of single-trial EEG dynamics including 
independent component analysis. Journal of Neuroscience 
Methods, 134(1), 9–21. https://doi.org/10.1016 
/j.jneumeth.2003.10.009  

Emmert, K., Kopel, R., Sulzer, J., Brühl, A. B., Berman, B. D., 
Linden, D., Horovitz, S. G., Breimhorst, M., Caria, A., Frank, 
S., Johnston, S., Long, Z., Paret, C., Robineau, F., Veit, R., 
Bartsch, A., Beckmann, C. F., Van De Ville, D., & Haller, S. 
(2016). Meta-analysis of real-time fMRI neurofeedback 
studies using individual participant data: How is brain 
regulation mediated? NeuroImage, 124(Part A), 806–812. 
https://doi.org/10.1016/j.neuroimage.2015.09.042 

Goense, J. B. M., & Logothetis, N. K. (2008). Neurophysiology of 
the BOLD fMRI signal in awake monkeys. Current Biology, 
18(9), 631–640. https://doi.org/10.1016/j.cub.2008.03.054 

Goldman, R. I., Stern, J. M., Engel, J., Jr., & Cohen, M. S. (2002). 
Simultaneous EEG and fMRI of the alpha rhythm. 
NeuroReport, 13(18), 2487–2492. https://doi.org/10.1097 
/01.wnr.0000047685.08940.d0 

Gramfort, A., Luessi, M., Larson, E., Engemann, D. A., 
Strohmeier, D., Brodbeck, C., Goj, R., Jas, M., Brooks, T., 
Parkkonen, L., & Hämäläinen, M. (2013). MEG and EEG data 
analysis with MNE-Python. Frontiers in Neuroscience, 7, 267. 
https://doi.org/10.3389/fnins.2013.00267 

Handwerker, D. A., Gonzalez-Castillo, J., D'Esposito, M., & 
Bandettini, P. A. (2012). The continuing challenge of 
understanding and modeling hemodynamic variation in 
fMRI. NeuroImage, 62(2), 1017–1023. https://doi.org/10.1016 
/j.neuroimage.2012.02.015 

Iannetti, G. D., Niazy, R. K., Wise, R. G., Jezzard, P., Brooks, J. 
C. W., Zambreanu, L., Vennart, W., Matthews, P. M., & 
Tracey, I. (2005). Simultaneous recording of laser-evoked 
brain potentials and continuous, high-field functional magnetic 
resonance imaging in humans. NeuroImage, 28(3), 708–719. 
https://doi.org/10.1016/j.neuroimage.2005.06.060 

Katan, M., & Luft, A. (2018). Global burden of stroke. Seminars in 
Neurology, 38(2), 208–211. https://doi.org/10.1055/s-0038-
1649503 

Keynan, J. N., Cohen, A., Jackont, G., Green, N., Goldway, N., 
Davidov, A., Meir-Hasson, Y., Raz, G., Intrator, N., Fruchter, 
E., Ginat, K., Laska, E., Cavazza, M., & Hendler, T. (2019). 
Author correction: Electrical fingerprint of the amygdala 
guides neurofeedback training for stress resilience. Nature 
Human Behaviour, 3(2), 194. https://doi.org/10.1038/s41562-
019-0534-5 

Keynan, J. N., Meir-Hasson, Y., Gilam, G., Cohen, A., Jackont, 
G., Kinreich, S., Ikar, L., Or-Borichev, A., Etkin, A., Gyurak, 
A., Klovatch, I., Intrator, N., & Hendler, T. (2016). Limbic 
activity modulation guided by functional magnetic resonance 
imaging-inspired electroencephalography improves implicit 
emotion regulation. Biological Psychiatry, 80(6), 490–496. 
https://doi.org/10.1016/j.biopsych.2015.12.024 

Kilner, J. M., Mattout, J., Henson, R., & Friston, K. J. (2005). 
Hemodynamic correlates of EEG: A heuristic. 
NeuroImage, 28(1), 280–286. https://doi.org/10.1016 
/j.neuroimage.2005.06.008 

http://www.neuroregulation.org/
https://doi.org/10.1098/rstb.2005.1634
https://doi.org/10.1098/rstb.2005.1634
https://doi.org/10.1109/EMBC.2018.8512547
https://doi.org/10.1109/EMBC.2018.8512547
https://doi.org/10.1016/j.neuroimage.2014.04.002
https://doi.org/10.1016/j.neuroimage.2009.04.029
https://doi.org/10.1016/j.neuroimage.2009.04.029
https://doi.org/10.1016/j.jneumeth.2003.10.009
https://doi.org/10.1016/j.jneumeth.2003.10.009
https://doi.org/10.1016/j.neuroimage.2015.09.042
https://doi.org/10.1016/j.cub.2008.03.054
https://doi.org/10.1097/01.wnr.0000047685.08940.d0
https://doi.org/10.1097/01.wnr.0000047685.08940.d0
https://doi.org/10.3389/fnins.2013.00267
https://doi.org/10.1016/j.neuroimage.2012.02.015
https://doi.org/10.1016/j.neuroimage.2012.02.015
https://doi.org/10.1016/j.neuroimage.2005.06.060
https://doi.org/10.1055/s-0038-1649503
https://doi.org/10.1055/s-0038-1649503
https://doi.org/10.1038/s41562-019-0534-5
https://doi.org/10.1038/s41562-019-0534-5
https://doi.org/10.1016/j.biopsych.2015.12.024
https://doi.org/10.1016/j.neuroimage.2005.06.008
https://doi.org/10.1016/j.neuroimage.2005.06.008


Rudnev et al. NeuroRegulation  

 

 
172 | www.neuroregulation.org Vol. 8(3):162–172  2021 doi:10.15540/nr.8.3.162 
 

Laufs, H., Krakow, K., Sterzer, P., Eger, E., Beyerle, A., Salek-
Haddadi, A., & Kleinschmidt, A. (2003). 
Electroencephalographic signatures of attentional and 
cognitive default modes in spontaneous brain activity 
fluctuations at rest. Proceedings of the National Academy of 
Sciences of the United States of America, 100(19), 11053–
11058. https://doi.org/10.1073/pnas.1831638100 

Logothetis, N. K. (2002). The neural basis of the blood-oxygen-
level-dependent functional magnetic resonance imaging 
signal. Philosophical Transactions of the Royal Society of 
London. Series B, Biological Sciences, 357(1424), 1003–
1037. https://doi.org/10.1098/rstb.2002.1114 

Mantini, D., Perrucci, M. G., Del Gratta, C., Romani, G. L., & 
Corbetta, M. (2007). Electrophysiological signatures of resting 
state networks in the human brain. Proceedings of the 
National Academy of Sciences of the United States of 
America, 104(32), 13170–13175. https://doi.org/10.1073 
/pnas.0700668104 

Marecek, R., Lamos, M., Mikl, M., Barton, M., Fajkus, J., Rektor, 
I., & Brazdil, M. (2016). What can be found in scalp EEG 
spectrum beyond common frequency bands. EEG-fMRI 
study. Journal of Neural Engineering, 13(4), 046026. 
https://doi.org/10.1088/1741-2560/13/4/046026 

Meir-Hasson, Y., Kinreich, S., Podlipsky, I., Hendler, T., & Intrator, 
N. (2014). An EEG Finger-Print of fMRI deep regional 
activation. NeuroImage, 102(Part 1), 128–141. https://doi.org 
/10.1016/j.neuroimage.2013.11.004 

Meir-Hasson, Y., Keynan, J. N., Kinreich, S., Jackont, G., Cohen, 
A., Podlipsky-Klovatch, I., Hendler, T., & Intrator, N. (2016). 
One-class FMRI-inspired EEG model for self-regulation 
training. PLoS ONE, 11(5), e0154968. https://doi.org/10.1371 
/journal.pone.0154968 

Moosmann, M., Schönfelder, V. H., Specht, K., Scheeringa, R., 
Nordby, H., & Hugdahl, K. (2009). Realignment parameter-
informed artefact correction for simultaneous EEG–fMRI 
recordings. NeuroImage, 45(4), 1144–1150. https://doi.org 
/10.1016/j.neuroimage.2009.01.024 

Murta, T., Chaudhary, U. J., Tierney, T. M., Dias, A., Leite, M., 
Carmichael, D. W., Figueiredo, P., & Lemieux, L. (2017). 
Phase-amplitude coupling and the BOLD signal: A 
simultaneous intracranial EEG (icEEG) - fMRI study in 
humans performing a finger-tapping task. NeuroImage, 146, 
438–451. https://doi.org/10.1016/j.neuroimage.2016.08.036 

Murta, T., Leite, M., Carmichael, D. W., Figueiredo, P., & 
Lemieux, L. (2015). Electrophysiological correlates of the 
BOLD signal for EEG-informed fMRI. Human Brain 
Mapping, 36(1), 391–414. https://doi.org/10.1002/hbm.22623 

Niazy, R. K., Beckmann, C. F., Iannetti, G. D., Brady, J. M., & 
Smith, S. M. (2005). Removal of FMRI environment artifacts 
from EEG data using optimal basis sets. NeuroImage, 28(3), 
720–737. https://doi.org/10.1016/j.neuroimage.2005.06.067 

Ogawa, S., Lee, T. M., Kay, A. R., & Tank, D. W. (1990). Brain 
magnetic resonance imaging with contrast dependent on 
blood oxygenation. Proceedings of the National Academy of 

Sciences of the United States of America, 87(24), 9868–
9872. https://doi.org/10.1073/pnas.87.24.9868 

Pion-Tonachini, L., Kreutz-Delgado, K., & Makeig, S. (2019). 
ICLabel: An automated electroencephalographic independent 
component classifier, dataset, and website. NeuroImage, 198, 
181–197. https://doi.org/10.1016/j.neuroimage.2019.05.026 

Rosa, M. J., Daunizeau, J., & Friston, K. J. (2010). EEG-fMRI 
integration: A critical review of biophysical modeling and data 
analysis approaches. Journal of Integrative Neuroscience, 
9(4), 453–476. https://doi.org/10.1142/s0219635210002512 

Swartz Center for Computational Neuroscience. (n.d.).  Makoto’s 
preprocessing pipeline. https://sccn.ucsd.edu/wiki 
/Makoto%27s_preprocessing_pipeline  

Smith, S. M., Fox, P. T., Miller, K. L., Glahn, D. C., Fox, P. M., 
Mackay, C. E., Filippini, N., Watkins, K. E., Toro, R., Laird, A. 
R., & Beckmann, C. F. (2009). Correspondence of the brain's 
functional architecture during activation and rest. Proceedings 
of the National Academy of Sciences of the United States of 
America, 106(31), 13040–13045. https://doi.org/10.1073 
/pnas.0905267106 

Stockwell, G. (2007). Why use the S-Transform? In L. Rodino, B.-
W. Schulze, & M. W. Wong (Eds.), Pseudo-differential 
operators: Partial differential equations and time-frequency 
analysis (pp. 279–309). Providence, RI: American 
Mathematical Society. 

UCL Queen Square Institute of Neurology. (n.d.). Statistical 
Parametric Mapping. Software. The Wellcome Centre for 
Human Neuroimaging. https://www.fil.ion.ucl.ac.uk/spm 
/software/  

University of Oregon. (n.d.). MRIConvert files. Lewis Center for 
Neuroimaging. https://lcni.uoregon.edu/downloads 
/mriconvert 

Wan, X., Riera, J., Iwata, K., Takahashi, M., Wakabayashi, T., & 
Kawashima, R. (2006). The neural basis of the hemodynamic 
response nonlinearity in human primary visual cortex: 
Implications for neurovascular coupling mechanism. 
NeuroImage, 32(2), 616–625. https://doi.org/10.1016 
/j.neuroimage.2006.03.040 

Wei, C.-S., Lin, Y.-P., Wang, Y.-T., Lin, C.-T., & Jung, T.-P. 
(2018). A subject-transfer framework for obviating inter- and 
intra-subject variability in EEG-based drowsiness detection. 
NeuroImage, 174, 407–419. https://doi.org/10.1016 
/j.neuroimage.2018.03.032 

Yin, S., Liu, Y., & Ding, M. (2016). Amplitude of sensorimotor Mu 
rhythm is correlated with BOLD from multiple brain regions: A 
simultaneous EEG-fMRI study. Frontiers in Human 
Neuroscience, 10, 364. https://doi.org/10.3389 
/fnhum.2016.00364 

 
 
Received: July 19, 2021 
Accepted: August 16, 2021 
Published: September 30, 2021 

 
 
 

http://www.neuroregulation.org/
https://doi.org/10.1073/pnas.1831638100
https://doi.org/10.1098/rstb.2002.1114
https://doi.org/10.1073/pnas.0700668104
https://doi.org/10.1073/pnas.0700668104
https://doi.org/10.1088/1741-2560/13/4/046026
https://doi.org/10.1016/j.neuroimage.2013.11.004
https://doi.org/10.1016/j.neuroimage.2013.11.004
https://doi.org/10.1371/journal.pone.0154968
https://doi.org/10.1371/journal.pone.0154968
https://doi.org/10.1016/j.neuroimage.2009.01.024
https://doi.org/10.1016/j.neuroimage.2009.01.024
https://doi.org/10.1016/j.neuroimage.2016.08.036
https://doi.org/10.1002/hbm.22623
https://doi.org/10.1016/j.neuroimage.2005.06.067
https://doi.org/10.1073/pnas.87.24.9868
https://doi.org/10.1016/j.neuroimage.2019.05.026
https://doi.org/10.1142/s0219635210002512
https://sccn.ucsd.edu/wiki/Makoto%27s_preprocessing_pipeline
https://sccn.ucsd.edu/wiki/Makoto%27s_preprocessing_pipeline
https://doi.org/10.1073/pnas.0905267106
https://doi.org/10.1073/pnas.0905267106
https://www.fil.ion.ucl.ac.uk/spm/software/
https://www.fil.ion.ucl.ac.uk/spm/software/
https://lcni.uoregon.edu/downloads/mriconvert
https://lcni.uoregon.edu/downloads/mriconvert
https://doi.org/10.1016/j.neuroimage.2006.03.040
https://doi.org/10.1016/j.neuroimage.2006.03.040
https://doi.org/10.1016/j.neuroimage.2018.03.032
https://doi.org/10.1016/j.neuroimage.2018.03.032
https://doi.org/10.3389/fnhum.2016.00364
https://doi.org/10.3389/fnhum.2016.00364


NeuroRegulation http://www.isnr.org 
    

 
173 | www.neuroregulation.org Vol. 8(3):173–182  2021 doi:10.15540/nr.8.3.173 
  

Vagally Mediated Heart Rate Variability: A Risk Factor for 
Hypertension 
Spyros Christou-Champi 
Neuroapto Clinical and Applied Neuroscience Research and Development, Nicosia, Cyprus 
 

Abstract  

Hypertension is among the leading causes of mortality and an important contributor toward disability-adjusted life 
years worldwide. Several factors contribute toward individuals’ risk to develop hypertension. Stress is considered 
an important pathogenic component affecting blood pressure regulation. However, systematic reviews examining 
the effect of psychosocial stressors and anxiety on hypertension produced spurious results. The observed 
heterogeneity in the operationalization of stress and subsequent reactivity hindered the characterization of the 
evidence for the association between exposure, physiological reactivity, and risk for hypertension. This is of 
paramount importance as physiological reactivity constitutes a biological interface mechanism through which 
stressors affect blood pressure regulation. The neural substrates of vagally mediated heart rate variability (VM-
HRV) indicate that it is able to assimilate such an interfacing mechanism. Large-scale epidemiological studies 
provided substantial evidence linking decreases in VM-HRV with the development and progression of 
hypertension, indicating that individuals’ reactivity to stressors, as measured via VM-HRV, increases individuals’ 
risk for the development and progression of hypertension. As such, VM-HRV can reinforce current screening 
initiatives and support treatment-related prognosis. Self-regulation techniques, like heart rate variability 
biofeedback (HRVB), and neuromodulation techniques, like cranial electrotherapy stimulation (CES), are able to 
enhance VM-HRV and the associated parasympathetic modulation of cardiovascular outcomes, and thus address 
autonomic imbalances associated with hypertension. 
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Introduction  

 
Despite steady improvements in global health, 
hypertension remains a leading cause of mortality, 
especially in upper-middle and high-income 
countries, and an important contributor toward 
disability-adjusted life years worldwide (Vos et al., 
2020). This is not surprising given hypertension’s 
association with stroke and ischemic heart disease 
(Boehme et al., 2017; Špinar, 2012; Wajngarten & 
Silva, 2019), which are currently considered as the 
leading causes of mortality and disability-adjusted 
life years worldwide. Several factors are thought to 
contribute toward individuals’ risk to develop 

hypertension with the interaction between genetic 
(Lynch et al., 2020), behavioral (Hu et al., 2004), 
environmental (Bruno et al., 2017), and psychosocial 
(Cuffee et al., 2014) factors seen as accounting for 
the majority of hypertension cases (Ornosa-Martín et 
al., 2020;  Singh et al., 2015). On this basis, stress is 
seen as having a significant role in modifying the 
impact of genetic factors on cardiovascular disease 
risk (Singh et al., 2015), and is considered an 
important pathogenic factor associating 
environmental stressors with high blood pressure as 
a result of maladaptation in various functional 
systems (Heine & Weiss, 1987).  
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Despite the well-documented link between the 
physiological bases of the stress response and 
blood pressure regulation, conclusions drawn from 
studies examining the relationship between 
exposure to psychosocial stressors and 
hypertension are hindered by the variability in the 
operational definitions used, and thus exposure to 
stressors and subsequent reactivity (i.e., initiation of 
the stress response; Player & Peterson, 2011; 
Sparrenberger et al., 2009). Given the variability in 
stressors and reactivity measures employed in 
studies examining the impact of psychosocial 
stressors and anxiety, it is very difficult to summarize 
the evidence for the association between a well-
defined characterization of exposure to stressors, 
subsequent physiological reactivity, and 
hypertension (Liu et al., 2017; Mann, 2012).  
 
The aforementioned is of particular importance as 
physiological reactivity constitute a prominent 
biological mechanism through which stressors 
impact blood pressure regulation and thus affect 
health (Brown et al., 2018). Indeed, individuals’ 
reactivity to stressors matters more than mere 
exposure to it, especially when examining stressors’ 
impact on health (Crosswell & Lockwood, 2020). 
 
The present paper will initially discuss the role of 
stress in the regulation of blood pressure before 
examining the physiological mechanisms that allow 
vagally mediated heart rate variability (VM-HRV) to 
interface exposure to stressors with physiological 
reactivity. From there, it will discuss a substantial 
corpus of evidence linking VM-HRV with the 
development and progression of hypertension. 
Finally, it will examine self-regulation and 
neuromodulation techniques that can influence VM-
HRV, and thus improve individuals’ physiological 
reactivity to stressors and autonomic imbalances 
associated with the development and progression of 
hypertension. 
 
The Physiology of the Stress Response 
Stress in physiology is seen as reflecting an 
organism’s response to environmental pressures or 
demands (Selye, 1956). A system of interrelated 
brain structures regulating physiological arousal 
support stress responses. The central autonomic 
network (CAN) consist of both cortical areas 
including the insular cortex, anterior cingulate cortex, 
ventromedial prefrontal cortex (vmPFC), and 
subcortical structures like the central nucleus of the 
amygdala (CeA), hypothalamus, midbrain 
periaqueductal gray matter, parabranchial nucleus in 
the pons and medulla, nucleus of the solitary tract, 
ventrolateral reticular formation, and raphe nuclei 

(Benarroch, 1993). The CAN receives input from 
sensory processing areas regarding the external 
environment, as well as input from body organs 
regarding the physiological state of the body. These 
inputs, allow CAN to modify physiological arousal to 
accommodate for changes in the internal and 
external environment.  
 
The amygdala nuclear complex is very important in 
the initiation of both the immediate, transient 
responses to stressors implemented through the 
sympathetic-adrenal medullary (SAM) axis, and 
delayed, prolonged responses carried out by the 
hypothalamic-pituitary-adrenal (HPA) axis. Within 
this framework, the CeA directly activates 
sympathetic rostral ventrolateral medullary (RVLM) 
neurons enhancing immediate SAM axis influence 
(Saha et al., 2005; Thayer et al., 2009). In addition, 
the CeA sends prominent projections to the 
hypothalamus which is involved in the activation of 
the sympathetic nervous system (SNS; LeDoux et 
al., 1988) via the HPA axis (Xu et al., 1999) and of 
the SAM axis via the paraventricular nucleus (PVN) 
that projects to RVLM (Badoer, 2001).  
 
In essence, the CeA, through its projection to the 
hypothalamus, influences the activity of the HPA and 
SAM axes initiating the mechanisms of physiological 
arousal (see Figure 1). Under stress, the 
hypothalamus secretes corticotropin-releasing 
hormone (CRH). This provokes the release of 
adrenocorticotropic hormone (ACTH) from the 
pituitary. ACTH stimulates the adrenal cortex which 
secretes mineralocorticoids and glucocorticoids 
(aldosterone/cortisol). The best characterized 
physiologic effect of aldosterone is to increase 
sodium reabsorption and potassium and hydrogen 
ion excretion in an effort to increase blood volume 
and pressure (Komesaroff et al., 1994). However, 
recent evidence pointed out that aldosterone also 
has a powerful vasoconstriction effect (Kushibiki et 
al., 2007). In addition, aldosterone evokes a fibrotic 
response in the myocardium, and a profibrotic, 
hypertrophic, and inflammatory response in the 
vasculature, where it also minimizes nitric oxide 
bioactivity, thereby hindering vascular relaxation 
(Briet & Schiffrin, 2013). The abovementioned 
indicated that aldosterone is involved in the 
development of increased systemic vascular 
resistance and vascular and cardiac remodeling in a 
way that could sustain an elevated blood pressure 
(Freel & Connell, 2004; Xanthakis & Vasan, 2013). 
Cortisol has a pivotal role on metabolism as it 
prepares resources to provide energy through the 
catabolism of glycogen to glucose (Khani & Tayek, 
2001) and protein to amino acids (Brillon et al., 
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1995). This helps to overcome the increased 
metabolic demand presented by the stressor. 
 
Besides the abovementioned, the CeA and 
hypothalamically mediated SAM input stimulates the 

adrenal medulla, which secretes catecholamines 
(epinephrine/norepinephrine). SAM mediated 
release of epinephrine and norepinephrine has 
immediate effects on the cardiovascular systems.  

 
 
Figure 1. Schematic Representation of CeA Influences on SAM (I & II) and HPA (III) Axes. 

 
 

Note. Both the CeA (I) and the PVN (II) innervate the RVLM which is involved in the activation of the adrenal medulla, via the 
spinal cord. The adrenal medulla secretes epinephrine and norepinephrine triggering an immediate but transient response to 
stressors. Also, the CeA projects to HPT (III) which in turn innervates the pituitary. The stimulation of the pituitary gland 
activates the adrenal cortex which secretes aldosterone and cortisol into the bloodstream initiating a delayed but prolonged 
response to stressors. Besides that, CeA inhibits the activity of vagal motor neurons in the NA and the DVN (IV), and thus 
reduces parasympathetic input. Moreover, CeA minimizes the parasympathetic input of the NTS (V) which in turn reduces 
CVLM’s inhibitory input to the sympathetic neurons of the RVLM. The inhibition of parasympathetic neurons and simultaneous 
disinhibition of sympathetic neurons lead to increases in physiological arousal. CeA: central nucleus of the amygdala; BLA: 
basolateral amygdala; SAM: sympathetic-adrenal-medullary axis; HPA: hypothalamic-pituitary-adrenal axis; PVN: 
paraventricular nucleus of the hypothalamus; RVLM: rostral ventrolateral medulla; HPT: hypothalamus; NTS: nucleus of the 
solitary tract; CVLM: caudal ventrolateral medulla; NA: nucleus ambiguous; DVN: dorsal vagal motor nucleus. 

http://www.neuroregulation.org/


Christou-Champi  NeuroRegulation  

 

 
176 | www.neuroregulation.org Vol. 8(3):173–182  2021 doi:10.15540/nr.8.3.173 
 

Despite the vasodilation effect of low circulating 
epinephrine, high circulating concentrations shifts 
the balance of vasodilator and vasoconstrictor 
actions to net vasoconstriction (Klabunde, 2021). 
Similarly, norepinephrine increases cardiac output 
and systemic vascular resistance, resulting in an 
elevation in arterial blood pressure (Smith & Maani, 
2020). 
 
Moreover, the CeA minimizes parasympathetic input 
by simultaneously inhibiting vagal motor neurons in 
the nucleus ambiguous (NA) and the dorsal vagal 
motor nucleus (DVN). Furthermore, the CeA inhibits 
the parasympathetic input of the nucleus of the 
solitary tract (NTS). This in turn, minimizes inhibitory 
caudal ventrolateral medullary (CVLM) inputs to the 
sympathetic neurons of the RVLM. The 
simultaneous disinhibition of sympathetic neurons, 
and the inhibition of parasympathetic neurons, leads 
to an increase in physiological arousal resulting in 
elevated heart rate (HR) and a concomitant 
decrease of VM-HRV. 
 
All of these responses promote physiological arousal 
in an effort to facilitate an individual’s ability to 
withstand the stressor experienced, and thus adapt 
and thrive in a particular environment. The brain 
monitors the levels of cortisol secreted and once 
these rise, it terminates the secretion of CRH and 
ACTH completing the stress response cycle (Harbuz 
& Lightman, 1992; Tsigos & Chrousos, 2002). This 
negative feedback loop is designed to limit long-term 
exposure to cortisol’s catabolic and 
immunosuppressive actions (Guilliams & Edwards, 
2010). 
 
Heart Rate Variability: Integrating Stressors and 
Physiological Reactivity 
Physiological arousal responses, including increases 
in blood pressure, are governed by the sympathetic 
division of the autonomic nervous system (ANS) and 
the associated SAM and HPA axes. The reciprocal 
interconnection between CAN’s neural structures 
allows the prefrontal cortex (PFC) to inhibit 
subcortical structures, and thus the individual to 
respond to environmental pressures or demands in 
an effective manner (see Figure 2). Indeed, the 
sympathetic output of the CAN is under tonic 
inhibitory control via prefrontal cortical areas, 
including the medial prefrontal cortex (mPFC) and 
the orbitofrontal cortex (OFC), that inhibit the 
amygdala via networks of gabaminergic neurons 
(Gianaros & Wager, 2015; Shekhar et al., 2003; 
Thayer et al., 2009). Attenuation of PFC activity, via 
basolateral amygdala (BLA; Dilgen et al., 2013; Park 
et al., 2018), leads to disinhibition of the CeA that 

can directly activate the hypothalamus and 
sympathetic RVLM neurons. 
 
Evidence from relevant research supports the role of 
the PFC in the control of sympathetic neurons within 
the CAN, and thus cardiac output. For example, the 
deactivation of the PFC via intracarotid 
administration of sodium amobarbital led to 
increases in HR and concomitant decreases in VM-
HRV (Ahern et al., 2001). Moreover, functional 
magnetic resonance imaging (fMRI) aiming to 
localize the central command network for induced 
cardiovagal activity indicated a positive correlation 
between VM-HRV and the dorsolateral PFC 
(Napadow et al., 2008). Likewise, fMRI paradigms 
examining the brain–heart interaction in a purely 
resting-state condition highlighted ventromedial 
PFC’s role in the cortical generation of efferent vagal 
activity (Duggento et al., 2016; Ziegler et al., 2009). 
 
Taken together, these evidences support the role of 
the PFC in the modulation of subcortical cardio-
acceleratory circuits via an inhibitory pathway that is 
associated with vagal function that can be indexed 
by VM-HRV. Within this context, VM-HRV signifies 
the extent of the deactivation of the PFC, and thus 
the disinhibition of CAN’s sympathetic input. As 
such, VM-HRV integrates stressors with individuals’ 
reactivity capturing a prominent biological 
mechanism through which stressors impact health.  
 
Heart Rate Variability: Indexing Autonomic 
Imbalance and Hypertension 
Lack of balance between the sympathetic and 
parasympathetic branches of the ANS minimizes the 
dynamic flexibility of the organism (Friedman & 
Thayer, 1998). An autonomic imbalance in which 
typically the sympathetic system is hyperactive and 
the parasympathetic system is hypoactive is 
associated with various risk factors and pathological 
conditions (Thayer et al., 2010). HRV can be used to 
assess such autonomic imbalances. For example, 
various measures of HRV have been successfully 
used to assess vagal activity (Task Force of the 
European Society of Cardiology the North American 
Society of Pacing Electrophysiology, 1996). HRV 
measures in the time domain, including the standard 
deviation of R to R intervals (SDNN) and the root 
mean square successive differences (RMSSD), 
have been shown to be effective indices of vagal 
activity. Similarly, in the frequency domain, high 
frequency (HF: 0.15–0.40 Hz) spectral power has 
been successfully used to index vagal activity. 
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Figure 2. Schematic Representation of PFC Inhibitory Influence on the CeA. 
 

 
 
Note. The sympathetic output of the CeA is under tonic inhibitory control 
from the PFC (VI), including the mPFC and the OFC. The reduction of PFC’s 
inhibitory input to the CeA as a result of the activation of the BLA (VII) leads 
to the activation of the SAM and HPA axes (CeA’s influences on SAM and 
HPA axes, I to III, are described in Figure 1).  

 
 
The relationship between autonomic imbalances and 
hypertension is documented in both cross-sectional 
and prospective studies. For instance, prospective 
studies that examined the association between two 
minutes of supine HRV and hypertension over a 3- 
year follow-up period in a stratified random sample 
of 2061 black and white men and women from the 
Atherosclerosis Risk in Communities (ARIC) study 
reported an inverse relationship between HF-HRV 

and the development of hypertension (Liao et al., 
1996). Those in the lowest HRV quartile had 2.44 
greater risk of hypertension than those in the highest 
quartile. Additionally, cross-sectional analyses, 
adjusted for age, race, gender, smoking, diabetes, 
and education, indicated that the power of HF-HRV 
was significantly lower in both treated and untreated 
hypertensives compare to the normotensive group. 
Liao et al. (1996) results indicating that VM-HRV is 
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lower in pharmacologically treated hypertensives 
compared to normotensives are in line with relevant 
research (Cowan et al., 1993; Mussalo et al., 2001). 
In addition, prospective analyses over longer follow-
up periods that examined the relationship between 
RMSSD and hypertension in 7099 men and women 
from the ARIC study reported that the lowest quartile 
of HRV adjusted for age, race, study center, 
diabetes, smoking, education, and BMI was 
associated with a hazard ratio of 1.36 for the 
development of hypertension 9 years later, 
compared to those in the highest quartile (Schroeder 
et al., 2003). Consistent with Liao et al. (1996) and 
Schroeder et al. (2003), cross-sectional analyses 
showed that HRV adjusted for relevant covariates 
was lower at baseline among individuals with 
hypertension.  
 
Likewise, cross-sectional analyses examining the 
association between 2 hours of ambulatory HR 
recordings and hypertension in men and women 
participating in the Framingham Heart Study 
reported significantly lower HRV in hypertensives 
than in normotensives after adjusting for age, BMI, 
smoking, and alcohol consumption (Singh et al., 
1998). More recent cross-sectional examinations of 
the relationship between VM-HRV and hypertension 
utilizing 5-min supine recordings reported similar 
results suggesting significantly lower VM-HRV in 
individuals displaying high blood pressure compared 
to normotensive groups (Goit & Ansari, 2016; 
Natarajan et al., 2014; Pal et al., 2011).  
 
The aforementioned results from large-scale, 
prospective and cross-sectional epidemiological 
studies provide substantial evidence suggesting that 
decreases in parasympathetic input, as measured 
by VM-HRV, precedes the development of 
hypertension which is considered as the single most 
important risk factor for cardiovascular disease. In 
addition, these studies indicate that parasympathetic 
input, as indexed via VM-HRV, is lower in 
hypertensives than in normotensives even when 
these patients are treated with antihypertensive 
pharmacotherapy. 
 
Addressing Autonomic Imbalances Associated 
with Hypertension 
Self-regulation techniques, like heart rate variability 
biofeedback (HRVB), and neuromodulation 
techniques, like cranial electrotherapy stimulation 
(CES), have been successfully used to improve VM-
HRV, and therefore autonomic imbalances which 
correlate with increased mortality and poor 
functional outcomes including elevated human 
arterial hypertension. 

Heart Rate Variability Biofeedback 
HRVB enables individuals to learn how to alter, and 
thus self-regulate, the variability and dominant 
rhythms of the cardiac function inducing beneficial 
adjustments in VM-HRV indices (Lehrer & Gevirtz, 
2014). For example, a recent randomized controlled 
trial pointed out that HRVB increased VM-HRV 
indices in acute ischemic stroke patients that 
displayed autonomic deregulation, including cardiac 
autonomic dysfunction compared to sham 
biofeedback (Siepmann et al., 2021). As expected, 
patients included in the active HRVB condition also 
benefited from significant reductions in autonomic 
symptoms. Such changes in observed indices of 
VM-HRV following HRVB are associated with 
enhancements in functional connectivity between 
CAN’s neural structures exerting prefrontal control 
and those responsible for its sympathetic output. For 
instance, the resting state functional connectivity 
between vmPFC and the amygdala was 
strengthened following HRVB (Schumann et al., 
2021).  
 
Despite the aforementioned, systematic reviews 
examining the effects of HRVB on hypertension 
produced inconsistent results (Costa Vital et al., 
2021; Greenhalgh et al., 2010; Nagele et al., 2014; 
Nakao et al., 2003). The majority of these studies 
reported high heterogeneity highlighting differences 
in interventions and inconsistencies in the 
measurement of outcomes observed that prevented 
the characterization of the evidence for the 
association between HRVB and hypertension.  
 
One important aspect contributing to the observed 
heterogeneity is the preexisting and concurrent use 
of antihypertensive pharmacotherapy along HRVB 
interventions (Linden & Chambers, 1994). This limits 
the potential effects of the HRVB intervention as the 
blood pressure levels of pharmacologically treated 
participants are often low when starting HRVB 
(McGrady, 2010). In support, randomized, double 
blind, placebo-controlled studies that included 
patients that had already been treated 
pharmacologically found no significant effect of 
HRVB on hypertension (Landman et al., 2013). On 
the contrary, randomized control trials that either 
included only unmedicated outpatients or statistically 
controlled for the effects of antihypertensive 
pharmacotherapy reported significant decreases in 
hypertension following HRVB compared to active 
control (Nolan et al., 2010; Palomba et al., 2011). In 
addition, studies examining the nature of 
cardiovascular reactions following HRVB suggested 
that this intervention is beneficial for patients treated 
with antihypertensive pharmacotherapy as it leads to 
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pronounced reactivity of vagal mechanism 
(Poskotinova et al., 2013). This is of particular 
importance given that hypertensives treated 
pharmacologically still display significant decreases 
in VM-HRV compared to normotensives (Cowan et 
al., 1993; Liao et al., 1996; Mussalo et al., 2001).  
 
Taken together, the abovementioned research 
findings pointed out that HRVB is able to increase 
indices of VM-HRV and enhance functional 
connectivity between CAN’s neural structures 
exerting prefrontal control with those responsible for 
its sympathetic output. Such evidence suggested 
that HRVB is able to influence the neural 
mechanisms controlling blood pressure regulation. 
Given that the majority of patients with hypertension 
are already being treated pharmacologically, and 
having in mind that HRVB leads to pronounced 
reactivity of vagal mechanism even in patients 
treated pharmacologically, HRVB represents a 
promising intervention that should supplement 
pharmacotherapy. Besides this, patients with 
prehypertension may thus be the ideal population for 
HRVB, since their blood pressure is elevated, but 
not to a level that it would prompt the prescription of 
antihypertensive medication (McGrady, 2010). 
 
Cranial Electrotherapy Stimulation 
Noninvasive brain stimulation techniques, like CES, 
deliver low-intensity (50 μA to 4 mA) electrical 
current via electrodes attached to anatomical 
positions around the head to modulate the activity of 
the central and/or peripheral nervous system. 
Neuromodulation techniques can be an effective 
method to regulate the cardiovascular system given 
that noninvasive brain stimulation can influence 
autonomic imbalances that lead to hypertension 
(Cogiamanian et al., 2010). In point of fact, recent 
randomized, double blind, placebo-controlled trials 
reported significant increases in indices of VM-HRV 
following noninvasive CES as compared to sham 
CES (Altemus, 2019).  
 
Likewise, randomized control studies examining the 
effect of CES on hypertension produced 
encouraging results supporting the use of 
noninvasive brain stimulation for the treatment of 
hypertension. For example, the early use of CES 
neuromodulation methods in hypertensive patients 
within a clinical pre–post paradigm resulted in an 
enhancement of parasympathetic modulation of 
cardiovascular outcomes and significant decreases 
in mean arterial blood pressure that stabilized within 
the normal range (Podzolkov et al., 1992). In 
addition, the preoperative administration of CES to 
hypertensive patients scheduled for surgery resulted 

in substantial (3–4 mmHg), albeit statistically 
nonsignificant, decreases in arterial blood pressure 
(Kang et al., 2020). Moreover, a recent randomized 
controlled trial pointed out that CES leads to a 
significantly improved blood pressure profile via the 
regulation of systolic and diastolic blood pressure 
(Mohammadi et al., in press).  
 
On the whole, studies examining the effect of CES 
highlighted its ability to improve VM-HRV and 
produced promising results regarding its use for the 
treatment of hypertension. However, the limited 
number of relevant studies accounting for the floor 
effect created by antihypertensive pharmacotherapy 
and the observed variation in CES interventions, 
including target sites, obscures CES’s effect on 
hypertension. As such, further studies are necessary 
to elucidate the association between CES and 
hypertension. 
 

Conclusion 
 
The physiological substrates of the stress response, 
including prefrontal control, HPA, and SAM axes, 
support its role in the development and progression 
of hypertension. However, the examination of the 
relationship between exposure to stressors and 
hypertension was unsuccessful in confirming the 
underlying hypotheses in a decisive manner. 
Systematic reviews examining the effect of 
psychosocial stressors and anxiety on hypertension 
produced spurious results. The variability in the 
operationalization of stress and subsequent 
reactivity in these studies meant that relevant meta-
analytic efforts suffered from strong heterogeneity 
that hindered the characterization of the evidence for 
the association between exposure, subsequent 
physiological reactivity, and risk for hypertension. 
This is of paramount importance as physiological 
reactivity to stressors constitutes a biological 
interface mechanism through which stressors affect 
blood pressure regulation.  
 
The neural substrates of VM-HRV indicate that it is 
able to assimilate such an interfacing mechanism. In 
support, large-scale prospective and cross-sectional 
epidemiological studies provided substantial 
evidence linking decreases in VM-HRV with the 
development and progression of hypertension, 
hence indicating that individuals’ reactivity to 
stressors, as measured via VM-HRV, amplify 
individuals’ risk for the development and progression 
of hypertension. Within this context, VM-HRV can 
reinforce current screening initiatives in predicting 
future risk of hypertension and support treatment 
related prognosis.  
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Self-regulation techniques, like HRVB, and 
neuromodulation techniques, like CES, are able to 
enhance VM-HRV, and therefore the 
parasympathetic modulation of cardiovascular 
outcomes, thereby addressing autonomic 
imbalances associated with hypertension. Relevant 
evidence suggested that HRVB should supplement 
pharmacotherapy in hypertensive patients and be 
considered as a first line treatment for 
prehypertension.  Similarly, neuromodulation 
methods, like CES, produced promising results for 
the treatment of hypertension. However, further 
studies are needed to clarify the observed 
relationship between CES and hypertension. 
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